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A new approach is introduced for determining X-ray absorption spectroscopy

(XAS) spectra on absolute and relative scales using multiple solutions with

different concentrations by the characterization and correction of experimental

systematics. This hybrid technique is a development of standard X-ray

absorption fine structure (XAFS) along the lines of the high-accuracy X-ray

extended range technique (XERT) but with applicability to solutions, dilute

systems and cold cell environments. This methodology has been applied to

determining absolute XAS of bis(N-n-propyl-salicylaldiminato) nickel(II) and

bis(N-i-propyl-salicylaldiminato) nickel(II) complexes with square planar and

tetrahedral structures in 15 mM and 1.5 mM dilute solutions. It is demonstrated

that transmission XAS from dilute systems can provide excellent X-ray

absorption near-edge structure (XANES) and XAFS spectra, and that

transmission measurements can provide accurate measurement of subtle

differences including coordination geometries. For the first time, (transmission)

XAS of the isomers have been determined from low-concentration solutions on

an absolute scale with a 1–5% accuracy, and with relative precision of 0.1% to

0.2% in the active XANES and XAFS regions after inclusion of systematic

corrections.

1. Accuracy

Accurate experimental measurements are the key to reliable

structural information and the development of theories for

X-ray absorption spectra (XAS) analysis. The lack of reliable

information on X-ray attenuation and absorption coefficients

revealed by several studies (Grodstein, 1957; Cooper, 1965)

led to various experimental efforts towards accurate absorp-

tion measurements and theoretical tabulations of X-ray mass

attenuation coefficients (Hubbell, 1969; Bearden, 1966;

Kopfmann & Huber, 1968; McMaster et al., 1969; Kessler Jr et

al., 1982; de Meulenaer & Tompa, 1965; Deslattes, 1969). The

availability of advanced X-ray sources and development of

improved theories have enhanced the development of

experimental methodologies (Diaz-Moreno, 2012; Prešeren et

al., 2001; Kurisaki et al., 2008; Chantler, 2009) particularly for

structural analyses of materials using different sample types.

Several particularly insightful and accurate X-ray absorption

studies have been verified by developments in theory and by

comparison of experimental results (Deslattes, 1959; Hughes

et al., 1968; Gerward et al., 1979; Rao et al., 1981; Nathuram et

al., 1988), claiming accuracy of around 1%, usually for ideal

systems such as elemental metals or monoatomic solids.

Further investigation by the International Union of Crystal-

lography led to several archetypal studies of consistency and
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accuracy in the field (Mica et al., 1985; Creagh & Hubbell,

1987, 1990). This was succeeded by the development of the

X-ray extended range technique (XERT) (Chantler et al.,

1999; Chantler, 2009, 2010) and the high-accuracy gas-phase

techniques of Kodre et al. (2006).

XERT has produced the most accurate measurements of

X-ray mass attenuation coefficients (Glover et al., 2010; Rae et

al., 2010; Islam et al., 2010) using synchrotron radiation, and

led to the development of nano-roughness determination

(Glover et al., 2009). However, the early methodology was

directed towards accurate measurement of mass attenuation,

absorption and the atomic form factor for ideal, concentrated,

elemental solid samples. Later, the methodology was extended

to detailed X-ray absorption fine structure (XAFS) and the

accurate determination of these across large energy ranges,

but still for ideal concentrated samples (de Jonge et al., 2005;

Islam et al., 2014). This in turn stimulated the development of

theory, especially including the development of FDMNES

(finite difference method for near-edge structure) and the

excellent analysis of XANES (X-ray absorption near-edge

structure) (Joly, 2001; Joly et al., 1999) towards the analysis of

XAFS using the finite difference method for XAFS (FDMX)

(Bourke et al., 2007).

The reliability of XAS depends upon the reliability of

intensity measurements and the calibration of the energy scale

using calibrated detectors for transmission or fluorescence

modes (Diaz-Moreno, 2012). In addition, the stability of the

X-ray energy and statistical accuracy are crucial for accurate

determination of interatomic distances (Pettifer et al., 2005).

For retrieving structural features including the treatment of

molecular vibrations from gaseous hydrides, an independent

measure of the atomic background is required (Prešeren et al.,

2001). Solvent properties also affect the reactivity of metal

complexes and their stability in solution. Characterization of

solvent effects is important to quantify structural analysis of

metal complexes in solution (Kurisaki et al., 2008).

For structural analyses, fluorescence XAS, with precision

obtained by multi-element detectors, is widely used for

chemical, biological, environmental or organometallic mate-

rials, where only dilute solutions are available. A key advan-

tage of fluorescence XAS is lower noise-to-signal ratio

(Cramer et al., 1988; Furenlid et al., 1992) using appropriate

regions of interest in a typical solid state detector. For this, the

fluorescence detector must be equipped with energy-resolu-

tion low-pass filters, energy-resolving solid-state fluorescence

detectors, multilayer diffraction gratings (Zhang et al., 1998)

or analysing monochromators, thereby providing higher

resolution and lower signal-to-noise ratio (Jaklevic et al., 1977;

Goulon et al., 1982). However, fluorescence measurements are

typically performed on a relative scale of amplitude, and

reliable uncertainties are usually not obtainable from experi-

mental conditions. Sample concentration and the effective

density of solution in the cell are typically unavailable, which

limits both the absolute accuracy of attenuation and absorp-

tion coefficients but also limits the ability to determine the

accuracy of derived parameters such as bond length and

Debye broadening.

A key systematic with a fluorescence geometry multi-pixel

system is the self-absorption effect (Pfalzer et al., 1999).

Amongst other systematics, sample thickness can distort the

fluorescence XAS (Meitzner & Fischer, 2002), energy offset

can provide misleading refinement, and harmonic contam-

ination, dark current and scattering can affect the incident

intensity I0.

Transmission XAS is considered to be limited to solid and

highly concentrated samples, and depends on the energy of the

absorption edge of interest (Penner Hahn, 1999a,b). Trans-

mission XAS can provide information for absolute measure-

ments and error analysis from the characterization and

correction of experimental systematics (Tran et al., 2003),

providing high-accuracy data and additional insight for reli-

able structural information. However, transmission XAS from

dilute solutions is affected by high background attenuation

(Jaklevic et al., 1977), and therefore poor signal-to-back-

ground ratios. In either transmission or fluorescence,

remarkable insight has been obtained in many detailed studies

(Dau et al., 2003; Cotelesage et al., 2012). The opportunities

with higher accuracy, higher precision and defined information

content are perhaps obvious.

High fluxes at synchrotrons permit highly accurate

measurements on absolute and relative scales using multiple

solutions and solid samples by incorporating key protocols of

the XERT (Chantler, 2010) with more standard XAS. To

obtain XAS on an absolute scale with defined uncertainty, the

technique must characterize experimental systematics of dark

current, harmonic contamination, scattering and multipoint

energy calibration.

2. The hybrid technique, and experimental details

We detail a new technique, the hybrid technique, for dilute

systems and especially solutions, applied here to obtain

absolute intensity and attenuation (transmission) measure-

ments of the isomers bis(N-n-propyl-salicylaldiminato)

nickel(II), (n-pr Ni), and bis(N-i-propyl-salicylaldiminato)

nickel(II), (i-pr Ni), complexes. These (n-pr Ni) and (i-pr Ni)

isomers have NiO2N2 geometries approximating square planar

(Britton & Pignolet, 1989) and tetrahedral (Fox et al., 1963,

1964), respectively. Highly accurate (<1% accuracy) absolute

XAS will be used for investigating potential physical and

chemical insight and their structural geometries based on

reliable XAFS refinement statistics using the accuracy of the

determined XAS. Hybrid XAS is expected to provide insight

into metallic compounds including nickel(II) complex isomers

and ferrocene (Chantler et al., 2012).

The hybrid technique can be summarized as follows:

(i) Measurements are conducted on dilute homogeneous

samples with parallel measurements on materials with

differing absorber concentrations. The path-length of the

sample is deduced from the solvent background absorption.

(ii) Accurate background solvent absorption measurements

are conducted over an extended energy range. This requires

correction for the air-path and attenuation due to the ion

chamber and cryostat windows.
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(iii) Simultaneous measurement of

transmittance and fluorescence using

ion chamber and multichannel fluores-

cence detection are possible. The

sample is set at an angle near 45� to the

X-ray beam, where the angle is obtained

by modelling the self-absorption of the

fluorescence signal on the fluorescence

multichannel detector. The final accu-

racy may be based upon transmission

and/or fluorescence data. Unlike more

conventional XAS, transmission data

are not used to define a single energy to

perhaps 2–4 eV but rather to at least

gain insight into the whole sample,

geometry and scattering process.

(iv) The systematics associated with

the experiment and X-ray beam such

as harmonic contamination, scattering,

energy calibration, detector dark

current and self-absorption are char-

acterized and corrected as has been

established previously for XERT, though the methodology is

different, especially for low-temperature systems including at

liquid-helium temperatures.

It is commonly the case that a beamline cannot provide

accurate energy characterization such as we use in XERT. The

space and time for multiple thicknesses is usually not feasible

or possible for dilute systems. Further, the statistical precision

for a dilute system (solution) will necessarily be poor

compared with an ideal reference foil, and signal-to-noise will

be a potentially major issue. Many dilute systems are also

photo-degraded in a powerful X-ray beam. In these cases the

technique must be developed and hybridized with insights

from other groups and researchers and indeed directly opti-

mized for such solutions, cells and cryostat systems, as

discussed here. One immediate consequence of these points is

that the necessary statistical analysis required to determine

uncertainty must be rewritten and rederived. Ideally the

hybrid technique will become able to provide hybrid XAS

(fluorescence and transmission XAS) of multiple materials

(compound and element) by developing fluorescence XAS in

line with XERT principles.

Fig. 1 shows a schematic experimental set-up at the ANBF

(Tsukuba, Japan) using the hybrid technique to collect

transmission and fluorescence XAS from multiple dilute

solutions of nickel(II) complexes, and absorption spectra from

a corresponding 5 mm Ni foil. To obtain consistent measure-

ments at each energy with each of the solutions, it was

necessary to develop a multi-chambered solution cell suitable

for cryostat use.

Selection of the different samples was achieved by a Y-axis

translation of the cryostat. Two daisy wheels, each of which

contained 14 aluminium filters (with different thicknesses)

along its perimeter, were located upstream and downstream

of the X-ray beam to monitor harmonic contaminations as

measured from thickness-dependent measurements. In addi-

tion, aperture-dependent measurements were made using

three different-sized apertures on each of the daisy wheels to

quantify the scattering effect on the measurements for their

corrections. The BigDiff diffractometer installed at the ANBF

was used for energy calibration following the powder

diffraction method (Tantau et al., 2014).

The three types of measurements, with multiple solutions

(fluorescence and transmission) and with the corresponding

metallic sample (absorption), were performed in two conse-

cutive stages employing three ion chambers and a fluorescence

detector as shown in Fig. 1. In the first stage, simultaneous

transmission and fluorescence measurements were made with

the multiple solutions in the cryostat. Secondary absorption

measurements were performed in the second stage with a

reference 5 mm-thick nickel foil at room temperature using

a cantilever-mounted solid sample, in order to give a weak

single-energy calibration reference. As seen in the analysis

below, the use of a purpose-built energy measurement tool

such as BigDiff or some other scanning analyser provides

much higher accuracy in almost all cases. Among the three ion

chambers, the first ion chamber recorded the unattenuated

X-ray intensity I0 before the beam is incident on the solutions.

The second ion chamber recorded intensities I1 attenuated by

the solution cells. The third ion chamber recorded the inten-

sity attenuated further by the metallic sample mounted onto a

cantilever fixed to the cryostat and located between I1 and I2

(Fig. 1). The intensities at the second ion chamber acted as

unattenuated intensities for the metallic sample.

2.1. Samples and sample properties

Solutions of differing concentrations (15 mM and 1.5 mM)

for each of the complex isomers (Table 1), together with a

mixed solvent (used to prepare the solutions), were loaded

into the sample compartments for both transmission and
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Figure 1
Schematic diagram of the experimental set-up using the hybrid technique at the ANBF, Tsukuba,
Japan. A multi-chambered solution cell was used in the cryostat containing two dilute solutions and
the pure solvent in three chambers. The cryostat is translated vertically to record intensities
attenuated by each of the solutions at each energy. Two daisy wheels containing 14 aluminium filters
(of different thicknesses) were employed upstream and downstream to monitor harmonic
contamination for higher-order reflections. Different aperture sizes on the daisy wheel allowed
aperture-dependent measurements to characterize the scattering effect for correction. Three ion-
chambers were employed to record unattenuated intensities, I0, attenuated intensities by the dilute
solutions, I1, and further attenuated by the corresponding metallic sample mounted with a
cantilever as shown, I2.
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fluorescence measurements in the cryostat, and a 5 mm-thick

metallic nickel foil was used for secondary absorption

measurements at room temperature. A mixed solvent of 60%

butyronitrile (BCN) + 40% acetonitrile (ACN) was used to

prepare the solutions to avoid microcrystallization at low

temperatures in the cryostat.

For the (i-pr Ni) isomer, we used 0.1462 g of solute in a

25 ml volumetric flask measuring 19.93 g of 15.30 mM solu-

tion, which was then diluted to obtain a 1.52 mM solution as

the diluted solution. For the (n-pr Ni) isomer, we used

15.32 mM and 1.54 mM solutions for the measurements in the

second run. Three prepared solutions were then filled into the

chambers of the cell mounted onto a cryostat stick, and then

frozen using liquid N2 before placing into the cryostat for

measurements. However, the density (�) and path-length (�t)

of a given solution are changed significantly at low tempera-

tures (15–140 K) in the cryostat. Accurate measurement of

sample properties and the density of the frozen solution were

needed to characterize the solvent effect and for separating

from the solution attenuation. This is particularly important

for absolute X-ray attenuation measurements from solution

with determination of systematic uncertainty, which is a key

objective of the hybrid measurements.

To determine the density of the frozen solvent, a simple

experiment was performed recording the changes in volume of

the BCN/ACN solvent in liquid N2 using a measuring cylinder.

A quantity of 9 ml pure solvent was measured using a burette

at room temperature and transferred to a measuring cylinder,

which was then covered to prevent evaporation. The

measuring cylinder with the solvent was cooled to liquid-N2

temperature and the final volume of the solvent was measured

at about 80 K. Repeated measurements were made to deter-

mine the uncertainty of the change in volume. Upon freezing

to liquid-N2 temperatures, a 21.5% decrease in volume was

found; hence, the density of the frozen solvent was 0.9485 �
0.0045 g ml�1. The uncertainty in density � was determined

from the uncertainty of the mass m and the volume V

measurements. The density of the solvent allowed the deter-

mination of the path-length ½�t�SV of the pure solvent and

other frozen solutions where the thicknesses of the solution

chambers and the quantities of the samples were known.

2.2. Multi-chambered solution cell, and its operation

In order to apply the hybrid technique to samples held at

cryogenic temperatures, as necessary to minimize the effects

of photoreduction, it is necessary to construct a compact

sample cell that can contain a minimum of three samples in an

area able to be addressed through the window of the cryostat.

Moreover, it is important that the sample holder itself does

not attenuate or clip the fluorescent photons detected using

the multichannel detector. The solution cells were fashioned

from a 25 mm-diameter by 2 mm Teflon pellet with a central

1.5 mm � 14 mm slot with 2 mm � 14 mm slots 2 mm above

and below the central slot. The chambers were designed with

dimensions to allow an X-ray beam of 1.5 mm � 2 mm size to

pass through. The front and back windows of the cell were

formed from Kapton adhesive tape pressed against the Teflon

pellet by slotted aluminium plates aligned with the slots in the

Teflon disc. The aluminium slots were chamfered to maximize

the unimpeded optical path. A light film of silicone grease

applied to the front and back surfaces of the Teflon disc

improved the seal to the Kapton windows and minimized the

risk of solutions leaking between chambers. The sample

solution was flowed into the cell using 1/160 0 Teflon tubing

which was press-sealed on either side of the slot.

In operation it was found to be extremely important to

maintain a steady flow of solution into the cells simultaneously

to minimize pressure between adjacent slots. Control of

solution flow was achieved using computer-controlled syringe

pumps. After simultaneously filling the three sample slots, the

syringe pumps were stopped and the sample cell immersed in

liquid nitrogen. Once the sample had equilibrated at 80 K,

the Teflon tubing was removed from the sample holder and

the sample was then in a form suitable for loading into

the beamline cryostat. Filling of the chambers is illustrated

in Fig. 2.

3. Analysis

This analysis used measured intensities I and I0 from two

separate runs with two isomers, (i-pr Ni) and (n-pr Ni), where
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Figure 2
A three-chambered cryostat cell is filled with three solutions [15 mM,
1.5 mM nickel(II) complex and pure solvent]. A precise flow of solution
into the chambers was achieved using three 10 ml syringe pumps, with
fittings, and 1/160 0 Teflon tubes. The cell, mounted on a cryostat stick, was
clamped in the horizontal plane. Each syringe pump was controlled by a
stepper-motor controller programmed by software to pulse the syringe
pumps.

Table 1
Samples used in the experiment.

This paper reports results using data from run 1 (i-pr Ni) and run 2 (n-pr Ni)
nickel(II) isomers. The order of solutions listed indicates the sample position
(top, middle, bottom).

Run Solution (mM)
Temperature
(K)

Room-temperature
reference sample

Run 1 (i-pr Ni) 15, solvent, 1.5 15 5 mm Ni foil, Cu foil
Run 2 (n-pr Ni) Solvent, 1.5, 15 15 5 mm Ni foil, Cu foil
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the measurements were made

using three solutions (including

two concentrations and their

corresponding solvent) for each

of the isomers. Simultaneous

intensity measurements using a

5 mm-thick nickel foil allowed

a calibration of the solution

spectra. For characterizing

experimental systematics for

their correction, data on

key experimental systematics

including energy calibration,

dark current, harmonic contam-

ination (Islam et al., 2014) and

scattering (Tran et al., 2003) were

also collected. Dark current was

recorded at each of the energies

in both upstream and downstream ion-chambers, and then

fitted with respect to counting time. Recorded intensities (I0, I)

were normalized by subtracting the fitted dark currents to

remove the non-linearity of this particular systematic.

Attenuation of all three solutions including the solvent was

then determined using dark-current-corrected intensities.

The next step of this analysis was the characterization of

background contributions to the determined attenuations of

the solutions for removing this systematic effect. To determine

the accurate path-length ½�t�SV of the pure solvent, we

modelled the attenuations of the identified background

absorbers, detailed in x3.2.1. The background absorbers were

modelled using the experimental geometry and tabulated data

of X-ray mass attenuation coefficients of the absorbers

(FFAST; Chantler, 2000). Following modelling of the back-

ground attenuation, the other systematics including energy

calibration, harmonic contamination and scattering effect

were characterized and corrected for sample attenuations

(Table 2).

3.1. Attenuations of the isomers and the pure solvent

Recorded intensities were first normalized to recorded dark

currents (when there is no beam an ion chamber records some

counts subject to the low-count-rate linearity of the detector)

to determine the solution attenuations. Attenuations of the

solutions including the solvent were determined from the

dark-current-corrected intensities using equation (1) and the

corresponding uncertainty using equation (8).

The Beer–Lambert equation must be corrected for dark-

current readings using

�

�

� �
½�t� ¼ � ln

I � D

I0 � D0

� �
; ð1Þ

and for detector normalization following XERT as follows,

�

�

� �
½�t� ¼ � ln

I � D

I0 � D0

� �. I � D

I0 � D0

� �
blank

� �
; ð2Þ

where I and I0 are the attenuated and unattenuated intensities,

and D and D0 are the recorded dark-currents in the detector

and monitor, respectively. In XERT, the blank measurements

are those with a foil or sample absent, so that all attenuation

from detectors, air-path and Kapton or beryllium windows, for

example, are excluded and the measurement is solely related

to the sample. The normalization corrects for differential

amplification of the upstream and downstream detectors.

However, for dilute systems, especially with a dominant

solvent signature, attenuation (transmission) measurements

have a large background signal with a smooth but structured

character. Since we are interested in the active site of the

dilute system in the solvent, and not the solvent matrix, we

must redefine the blank measurement to be that of the (pure)

solvent:

�

�

� �
½�t� ¼ � ln

I � D

I0 � D0

� �. I � D

I0 � D0

� �
solvent

� �
; ð3Þ

�

�

� �
½�t� ¼ � ln

I � D

I0 � D0

� �
þ ln

I � D

I0 � D0

� �
solvent

; ð4Þ

or, perhaps more simply,

�

�

� �
½�t�S ¼ �

�

� �
½�t�SþSVþBKG � �

�

� �
½�t�SVþBKG; ð5Þ

where the subscripts S, SV and BKG refer to the solute (in

solution), pure solvent and the background absorbers

(including air-path, window materials, detector and cryostat

gas). Simultaneous measurement of the incident and trans-

mitted intensities should normalize any intensity fluctuation

in the measured attenuation. This method also normalizes

differences in efficiency and electronic gain between the ion

chambers.

Dark-current-corrected attenuations are shown in Figs. 3

and 4. The quality of the collected data is represented by the

percentage uncertainty presented in the plots underneath.

Clearly, there is a variation in background levels between the

collected spectra, which is due to path-length variations for the

research papers

1012 Christopher T. Chantler et al. � High-accuracy XAS from mM solutions J. Synchrotron Rad. (2015). 22, 1008–1021

Table 2
Measured quantities of nickel(II) complex isomers for the solution samples used for the measurements.

The density of the pure solvent (used to prepare the solutions) was measured in liquid nitrogen as detailed in x2.1.

Sample
nickel(II) complex
isomers Mass fraction (w/w)

% uncertainty
of fraction Molarity (mM)

% uncertainty
of molarity

Temperature
(K)

(i-pr Ni) 0.007336 � 0.000003 0.04 15.26 � 0.03 0.2 295 � 1
(i-pr Ni) 0.0007281 � 0.0000023 0.31 1.515 � 0.006 0.4 295 � 1
(n-pr Ni) 0.007469 � 0.000031 0.41 15.33 � 0.06 0.4 297 � 1
(n-pr Ni) 0.0007508 � 0.0000032 0.43 1.541 � 0.006 0.4 297 � 1

Solvents Density (g ml�1)
Temperature
(K)

CH3CN (ACN) 0.7769 � 0.0008 –
C2H7CN (BCN) 0.784 � 0.001 –
Mixed solvent 0.781 � 0.001 296 � 1
Mixed solvent (frozen) 0.9485 � 0.0045 63–77

electronic reprint



solution chamber path-lengths, and solution flow into the cell

(x3.2). The quantity on the left-hand side of equation (2)

represents the attenuation of all the matter between the front

sides of the upstream and the downstream ion chambers. To

determine the attenuation of the solute (in solution) alone,

three measurements were made, two with dilute solutions

(15 mM and 1.5 mM) and one with the pure solvent used to

prepare the solutions.

Characterization of solute attenuation from dilute solutions

is complicated by the significant background attenuation

contributed by the pure solvent and other background

absorbers that exist between the monitor and the detector. To

obtain XAS on an absolute scale, we must model the back-

ground attenuation by the pure solvent and by other absor-

bers. This allows the determination of accurate path-length tSV

or integrated column densities ½�t�SV of the pure solvent for

determining XAS of the solute on an absolute scale as detailed

in the following sections.

Although the solutions were contained in the chambers

with the same nominal path-lengths t, there were still back-

ground variations between the spectra of the solutions (x3.2).

The X-ray mass attenuation coefficients ½�=�� of the solutions

can then be determined by measuring or fitting the path-

lengths and normalizing,

�

�

� �
½�t�S ¼ � ln

I � D

I0 � D0

� �
þ tratio ln

I � D

I0 � D0

� �
solvent

;

tratio ¼ t

tsolvent

: ð6Þ

This equation assumes that the solvent contributions and path-

length SV are dominant over the incidental backgrounds

BKG. If the contributions from BKG can be defined and

subtracted separately, then the scaling for the SV component

is then

�

�

� �
½�t�S ¼ � ln

I � D

I0 � D0

� �
þ t

tSV

ln
I � D

I0 � D0

� �
SV

þ ln
I � D

I0 � D0

� �
BKG

¼ � ln
I � D

I0 � D0

� �
þ tratio ln

I � D

I0 � D0

� �
SV

� �

�

� �
½�t�BKG;

tratio ¼ t

tSV

: ð7Þ
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Figure 3
Determined X-ray absorption spectra and corresponding uncertainties
using two solutions (15 mM and 1.5 mM) of the (i-pr Ni) complex, and the
pure solvent (#1, #2, #3; Table 3). Equations (1) and (8) were used to
determine the spectra and the corresponding uncertainty. The black
diamond markers represent the measurements with the 15 mM solution,
and the measurements with the 1.5 mM solution and the pure solvent are
represented by the blue square markers and the red triangles,
respectively. The percentage uncertainties are represented by the plots
underneath using the corresponding coloured markers for the solution
spectra. A 0.005–0.06% variation in the uncertainties over the energy
range represents the quality of data from the solutions. Clearly, there was
background variation between the spectra, which is mainly contributed to
by the variation in effective density ½m=A�eff of the solutions in different
chambers. The well defined peaks confirm that there was negligible
leaking between the solutions through the chambers. From the spectra it
is, however, clear that the pure solvent had not uniformly filled the sample
compartment in the frozen sample, causing a linear offset from the
background of the solutions. Modelling of the solvent (using the known
experimental geometry) can quantify and correct for this significant
background effect.

Figure 4
X-ray absorption spectra using two solutions (15 mM, 1.5 mM) with the
(n-pr Ni) complex and the pure solvent used to prepare the solutions
(rows #4, #5, #6; Table 3). Equations (1) and (8) were used to determine
the spectra and the corresponding uncertainty or the independent quality
of the data. As in Fig. 3, the corresponding uncertainties are presented in
the plots underneath using the same markers and colours for the
corresponding solutions. Compared with the obtained spectra with the
tetrahedral (i-pr Ni) complex, the variation between the backgrounds of
the spectra for the square planar (n-pr Ni) complex are quite minor. To
model the solvent attenuation for subtraction the solvent absorption
represented by the black diamonds was used and subtracted from the
solution absorption.
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The uncertainty propagation is a little complicated. Consid-

ering first the actual solution measurement [equation (1)], we

have

� �
�½ �½�t� ¼

�2 I�D
I0�D0

� �
I�D

I0�D0

� �2
þ �2

D

I � Dð Þ2
þ �2

D0

I0 � D0ð Þ2

2
64

3
75

1=2

: ð8Þ

Fractional (or percentage) uncertainties in I=I0 become

absolute uncertainties in the logarithm. We assume here that

the uncertainties in the overall ratio are decoupled from those

of each of the dark currents (detector noise).

The variance of the ratio is normally accomplished by the

variance in the repeated (ten or so) measurements of each

ratio, after correction for dark currents in the detectors. This

assumes high correlation between the upstream signal I (or

I � D) and the downstream signal I0 or I0 � D0. If the signals

are uncorrelated or negatively correlated (as does sometimes

occur), then statistical analysis would require that the variance

be determined from the variance of the numerator and

denominator separately. An error of D or D0 contributes to

the observed variance of the ratio; so that even if these

parameters are quite uncorrelated in measurement, they are

partially correlated in this propagation. However, this

prescription gives a reliable overestimate of the standard

error.

Developing the prescription now to include the normalizing

solvent measurements ideally, as per equations (4) or (5), and

assuming that the solvent measurements are uncorrelated with

the solution measurement, we have

�2
�
�½ �½�t�S ¼

�2 I�D
I0�D0

� �
I�D

I0�D0

� �2

2
64

3
75þ

�2 I�D
I0�D0

� �
I�D

I0�D0

� �2

2
64

3
75

solvent

þ �2
D

1

I � Dð Þ �
1

I � Dð Þsolvent

� �2

þ �2
D0

1

I0 � D0ð Þ �
1

I0 � D0ð Þsolvent

� �2

: ð9Þ

Including the correction for solvent path-length compared

with that of the sample path-length, as given in equation (6),

yields

�2
�
�½ �½�t�S ¼

�2 I�D
I0�D0

� �
I�D

I0�D0

� �2

2
64

3
75þ

�2 I�D
I0�D0

� �
I�D

I0�D0

� �2

2
64

3
75

solvent

þ �2ðtratioÞ ln2 I � D

I0 � D0

� �
solvent

þ �2
D

1

I � Dð Þ �
1

I � Dð Þsolvent

� �2

þ �2
D0

1

I0 � D0ð Þ �
1

I0 � D0ð Þsolvent

� �2

: ð10Þ

If the solvent and solution measurements have the same

values of I and Isolvent then the error from the dark current

effectively cancels. We expect that the upstream measure-

ments I0 and ðI0Þsolvent will obey this so that the last term is

likely to be insignificant. Further, with suitable amplification,

I0 � D0, so that the contribution of the last term in either

error propagation is likely to be small and insignificant. For

high absorption, however, I and D could be similar, so that this

component could make a large contribution in the error

analysis following equation (8) or a relatively small contri-

bution following equation (9). Finally, inclusion of the

separation of the solvent contribution from background

contributions in transmission as per equation (7) yields the

final equation,

�2
�
�½ �½�t�S ¼

�2 I�D
I0�D0

� �
I�D

I0�D0

� �2

2
64

3
75þ

�2 I�D
I0�D0

� �
I�D

I0�D0

� �2

2
64

3
75

SVþBKG

þ �2
�
�½ �½�t�BKG

þ �2ðtratioÞ ln2 I � D

I0 � D0

� �
SV

þ �2
D

1

I � Dð Þ �
1

I � Dð ÞSVþBKG

� �2

þ �2
D0

1

I0 � D0ð Þ �
1

I0 � D0ð ÞSVþBKG

� �2

: ð11Þ

3.2. Path-lengths for the frozen solutions and variation
between spectra

The attenuation of the pure solvent and other background

absorbers has been determined with high accuracy to remove

their effect from the spectra. This was made possible by

collecting direct measurements with the pure solvent used to

prepare the solutions, tabulated data of X-ray mass attenua-

tion coefficients of the absorbers (FFAST; Chantler, 2000) and

the experimental geometry measured from the actual experi-

mental set-up (Fig. 5). The experimental geometry provided
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Figure 5
Geometry of the experiment performed to collect XAS data in this
analysis. This provides the path-lengths of the identified background
absorbers responsible for the thick background of the XAS from dilute
solutions.
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the path-lengths or distances travelled by the identified

absorbers, including the air-path, detector and cryostat

windows, between the monitor and the detector as listed in

Tables 3 and 4. Fig. 6 shows the modelled absorbers, and the

fitted model of the solvent representing an excellent fit. This

model allows for the determination of the accurate solvent and

BKG path-lengths and separating them from that of the solute

as required.

Densities of the background absorbers were used from the

literature (third column in Table 4), and the density 0.9485 �
0.0045 g ml�1 of the pure solvent (40% CH3CN + 60%

CH3CH2CN) at liquid N2 temperatures. The attenuation

contributed only by the solvent separated from the contribu-

tion of the BKG absorbers is determined by fitting the pure

solvent path-length using the solvent model given in equation

(12). This model can be used to fit the path-length of any

individual BKG if not well estimated,

� lnðI=I0ÞT ¼ �

�

� �
SV

½�t�SV þ �

�

� �
N2

½�t�N2

þ �

�

� �
air

½�t�air þ
�

�

� �
Ne

½�t�Ne þ
�

�

� �
w

½�t�w: ð12Þ

3.2.1. Separating solvent from the BKG absorbers and
determining tratio. A significant variation between the solvent

attenuation (with the pure solvent) and the attenuations of the

solutions was found, due to slight path-length variations

among the chambers from mechanical construction and

incomplete filling of the sample compartment by the solvent

which is not easily diagnosed at the time of the measurement.

This leads to the requirement to determine tratio by fitting the

path-lengths [using a solvent model, equation (12)] of the pure

solvent and of the background of the sample attenuations

(with a multi-chambered solution cell). To fit the background
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Table 3
Path lengths of the three-chambered solution cell used for the measurements, and derived parameters related to the chambers using the attenuations of
the solutions.

The second column lists the samples and solution concentrations used in the measurements for each of two runs. The third column lists the positions of the
solutions in the chambers, where two different cells (mechanically with the same geometries and chambers’ path-lengths) were used in two different runs.
Measured (using a micrometer) path-lengths of the solutions are listed in the fourth column, where the path-lengths were found to vary by �0.05% to 0.3% based
upon the micrometer measurements. The fifth column lists the densities of the frozen solutions determined by combining the solvent density with the density of the
solutes (m/V) (g ml�1) used for preparing the corresponding concentrations [i.e. for 15 mM (i-pr Ni) solution, solute density = 0.1462/25 g ml�1; �SLN = �SV +
�solute]. The sixth column determines the nominal column densities [�t]NOM of the samples by multiplying the densities of the solutions with the spacers’ nominal
path-lengths or thicknesses taking account of the chambers’ angular positions at 45�. The seventh column lists the attenuations of the solutions at particular
energies (8.8 keV and 8.82 keV for two different runs) used to determine the column densities [�t]SV+BKG of the solutions including the background contributions.
The eighth column lists [�/�]FFAST of the solvent using tabulated data of X-ray mass attenuation coefficients (FFAST; Chantler, 2000), where the attenuations of
the solutions were divided by [�/�]FFAST to obtain the column densities of the solutions listed in the ninth column. The tenth column lists the ratios of the nominal
path-lengths [�t]NOM to the measured path-lengths [�t]SV+BKG indicating the significant contributions by the background attenuations, which further exaggerates
the path-length variations.

Sample
nickel(II) complex

Sample
position

Nominal
path-length
(mm) Density (g ml�1)

[�t]NOM

(g cm�2),
B [�/�][�t]SV+BKG

[�/�]
(cm2 g�1)
solvent

[�t]SV+BKG

(g cm�2),
A

Ratio
(SV+BKG)/
NOM,
A/B

(at 8.8 keV) (at 8.8 keV)
#1 15 mM (i-pr Ni) Top (�4.5) 1.9577 � 0.0017 0.9543 � 0.0068 0.2642 1.985 � 0.0001 0.5515 2.0873
#2 Pure solvent

(0.6BCN + 0.4ACN)
Middle (0) 1.9567 � 0.0014 0.9485 � 0.0045 0.2625 1.505 � 0.0001 3.599 0.4182 1.5933

#3 1.5 mM (i-pr Ni) Bottom (4.5) 1.9517 � 0.0013 0.9491 � 0.0103 0.2620 1.948 � 0.0001 0.5413 2.0664

(at 8.82 keV) (at 8.82 keV)
#4 Pure solvent

(0.6BCN + 0.4ACN)
Top (�4.5) 1.9742 � 0.0017 0.9485 � 0.0045 0.2648 1.998 � 0.0001 0.5589 2.1105

#5 1.5 mM (n-pr Ni) Middle (0) 1.9783 � 0.0018 0.9491 � 0.0110 0.2655 1.952 � 0.0001 3.575 0.5460 2.0563
#6 15 mM (n-pr Ni) Bottom (4.5) 1.981 � 0.002 0.9544 � 0.0112 0.2674 2.070 � 0.0001 0.5790 2.1655

Table 4
Estimated attenuation contributions by the background absorbers using theoretical data of X-ray mass attenuation coefficients (FFAST; Chantler, 2000),
and the geometry of the experimental set-up as shown in Fig. 5.

The path-lengths of the identified matter between the monitor and the detector were determined from the measured geometry of the experimental set-up.
Attenuation of the materials was then determined by multiplying the path-lengths by tabulated [�/�] data.

Background
absorber Chemical formula

Density
(g cm�3)

Path-length
(cm)

[�t]NOM

(g cm�2)
[�/�]FFAST

(cm2 g�1)
[�/�][�t]FFAST

(8.854 keV)

Air N2(78%) + O2(21%)
+ Ar(0.93%)

0.0011 45.9 � 0.6 0.05049 6.0214 0.3040

Detector gas N2 0.0012 19.0 � 0.2 0.0228 5.372 0.1225
Kapton (polymide) C12H10N2O5 1.42 0.02 0.03 4.8968 0.1126
Silicone (adhesive) CH3Si2O2C4H9 0.968 0.012 0.0116 23.3541 0.6773
Helium gas (cryostat) He 0.0001785 2.2 0.0004 0.25578 0.0001
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path-length of the sample attenuations, data were used at

selected energies from the pre-edge, and far from the edge,

avoiding the oscillatory regions. The background of the solu-

tion spectra was then scaled and normalized to an offset as

modelled using the tabulated data of X-ray mass attenuation

coefficients (FFAST; Chantler, 2000) of the nickel(II)

complexes for relevant concentrations. We then fitted the

path-length of the background (shown by the red solid line in

Fig. 7) with solution XAS, and the path-length of the pure

solvent attenuation. Therefore, the ratio tratio of the fitted path-

lengths of the pure solvents was determined from the XAS

with the pure solvent, and the XAS with the solution. The

corresponding uncertainty was determined following a �2
r

minimization to obtain the best fit.

For each of the samples (#1, #3, #5, #6) we followed the

same procedure to determine accurate background to subtract

from the sample attenuations. The X-ray attenuation

½�=��½�t�S of the isomers was then determined using equation

(7). The path-length of one of the identified background

absorbers (silicone-like absorber) was fitted as shown in Fig. 7.

The solvent path-length was then fitted by constraining the

path-lengths of other absorbers and the resulting path-length

of the silicone-like absorber. This allows the separation of the

background and the pure solvent contributions to the

attenuations of the solution samples.

To model the background attenuations of the identified

absorbers, tabulated data of X-ray mass attenuation coeffi-

cients of the absorbers including air-path, detector gas, cryo-

stat gas, multiple Kapton tapes used as the detector, cryostat

and (solution) cell windows were used (FFAST; Chantler,

2000). The path-lengths of the absorbers were determined

from the experimental geometry shown in Fig. 5 and their

respective densities. The thicknesses of the absorbers travelled

by the X-ray beam between the monitor and the detector were

multiplied by the respective densities of the absorbers to

determined their path-lengths. Required densities of the

background absorbers were used from the literature as listed

in Table 4, and the density of the pure solvent in the frozen

state was found to be 0.9485 � 0.0045 g ml�1.

The nominal column density ½�t�NOM of the pure solvent was

first determined by multiplying the nominal path-length t of

the solution chamber by the density �ðN2Þ of the frozen

solvent (Table 3) for modelling the background attenuations

to the XAS, and thereby determining the accurate path-length

½�t�SV of the pure solvent. The nominal column density

½�t�SVþBKG of the mixed solvent was determined using

½�t� ¼ �=�½ �½�t�expt

�=�½ �theory

; ð13Þ

where ½�=��½�t�expt is the attenuation of the pure solvent at a

given energy, and ½�=��theory is the theoretical (FFAST) X-ray

mass attenuation coefficient of the solvent at that energy.

For the measurements with the (i-pr Ni) complex (run 1),

½�t�SVþBKG with the pure solvent (middle chamber) was found

to be 0.4182 g cm�2 (using attenuation data) at 8.8 keV, which

is much larger than the nominal column density ½�t�NOM =

0.2625 g cm�2. For the measurements with the (n-pr Ni)

isomer, the column density ½�t�SVþBKG was found to be larger

compared with the measurements of (i-pr Ni) in run 1, as listed

in Table 3.

3.3. Normalized attenuations [l/q][qt]S of the complexes

Subtraction of the determined background attenuations

from the total attenuations of the solutions provided the

normalized XAS of the complexes using equation (7) as shown

in Figs. 8 (i-pr Ni) and 9 (n-pr Ni). The corresponding uncer-

tainty includes the variance of the repeated measurements

with the sample and the solvent [parts 1 and 2 of equation
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Figure 6
Fitting solvent background (#4, Table 3). Modelled attenuation of the
background absorbers using the experimental geometry and respective
densities. The path-length of two layers of silicone adhesive used on the
Kapton windows was fitted, while attenuations of all other identified
absorbers were in good agreement with their estimated values. An
excellent fit was obtained for the solvent path-length required to
determine the accuracy of the XAS from the solutions. Interestingly, the
data could easily distinguish between errors of one component of the
background path compared with another, despite all representing smooth
and largely featureless curves. The slopes and curvatures are significantly
different. The final XAS of the isomers were determined by dividing the
attenuations ½�=��½�t� by the path-length ½�t�SV. This allows estimation of
accurate uncertainty ��t=½�t�SV of the absolute XAS.

Figure 7
Method for normalizing and removing the solvent background.
Determined XAS from 15 mM solution of (i-pr Ni), where the red solid
line is the determined background by fitting the solvent path-length using
a solvent model. The solvent model allows the determination of the path-
length of the pure solvent (and other absorber) allowing the separation of
the contributions by the solvent and by other background absorbers. The
XAS from the solute only (quantity of substance in solution) was then
determined by subtracting the background
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(11)], absolute uncertainty in determining the path-length of

the solvent and background (parts 3 and 4), and the correlated

uncertainty from the dark-current measurements for both

solvent and sample measurements (part 5 and 6).

Fitted path-lengths ½�t�SLN of the solutions were multiplied

by their corresponding mass fractions wS =wSV (listed in

Table 2) to determine the absolute column densities of the

complexes. The determined column densities were then used

to determine the X-ray mass attenuation coefficients ½�=��
of the complexes by dividing the sample ½�=��½�t�S of the

complexes by their integrated column densities ½�t�S following

the correction of measurable experimental systematics

detailed in x4.

3.4. Column densities [qt]S of the isomers

Accurate determination of the path-

lengths ½�t�S of the frozen solutions from

the fitting procedure allowed the determi-

nation of the absolute integrated column

densities [�t]S of the samples (for the

quantities in solutions). The fitted path-

lengths ½�t�S of the samples were multiplied

by their corresponding mass fractions w=w

as listed in Table 2 to determine the abso-

lute column densities, thereby determining

the X-ray mass attenuation coefficients ½�=�� of the isomers by

dividing the X-ray attenuations of the isomers by their inte-

grated column densities as listed in Table 5.

The multiple measurements at each of the energies were in

excellent agreement, and the final ½�=��½�t�S was determined

from the weighted mean of the multiple measurements at each

of the energies, and their weighted uncertainty was deter-

mined using their corresponding relative uncertainty as

represented as error bars in Figs. 8 and 9.

4. Characterization of experimental systematics for
their correction

Following the normalization of the solution attenuations to

the solvent background, we characterized a number of other
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Figure 8
Corrected and normalized XAS of the (i-pr Ni) isomer determined from
the attenuations of 15 mM solutions following the solvent subtraction as
illustrated in Fig. 6. The modelled background (Fig. 6) was subtracted
from the corrected (dark-current and scattering effect) attenuations of
the solutions (shown in Fig. 3 by the diamond symbols; sample detail: #1,
Table 3). The corresponding uncertainty was propagated from the
uncertainty contributions of experimental systematics, and from the
variance of repeated measurements with both the solution and the
solvent. The defined accuracy will allow the reliable structural analysis of
(i-pr Ni) using XAFS. At each of the energies, three aperture-dependent
measurements are in excellent agreement.

Figure 9
Corrected and normalized XAS of 15 mM (n-pr Ni) at the calibrated
energies, with uncertainties from some of the key systematics including
dark current, variance of the repeated measurements with both the
solvent and the solution, thickness ratio, background attenuation,
scattering effect and harmonic contamination. Three to six aperture-
dependent measurements were made at each of the energies and are in
excellent agreement. The determined uncertainty underneath shows the
quality of data signifying the measurement accuracy. High-accuracy XAS
for (n-pr Ni) was also obtained for the lower path-length fraction (tfrac =
0.9804 � 0.0006).

Table 5
Fitted path-lengths of the frozen solutions, and the determined integrated column densities [�t]S

multiplying the path-lengths of the samples by their corresponding mass fractions used for
preparing the solutions.

Samples Mass fraction (w/w)
Path-length
[�t]SLN

Column density
[�t]S % �[�t]S

#1 (i-pr Ni) 0.007336 � 0.000003 0.25051 � 0.00018 0.0018377(15) 0.08
#3 (i-pr Ni) 0.0007281 � 0.0000023 0.26226 � 0.00017 0.00019095(06) 0.32
#5 (n-pr Ni) 0.007469 � 0.000031 0.25877 � 0.00011 0.0019328(81) 0.41
#6 (n-pr Ni) 0.0007508 � 0.0000032 0.24844 � 0.00015 0.00018653(80) 0.43
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systematics for their correction that included the path-length

variation, harmonic contamination, scattering and the energy

calibration. For the first time we have determined transmission

XAS from solutions on an absolute scale, which were possible

to characterize and correct for the systematics.

4.1. Path-length variation to multiple chambers of the
solution cell

A solution cell with three chambers, each of depth 2 mm,

provided the path-length of a given X-ray beam for absorption

measurements. Micrometer measurements found that the

path-lengths varied by 0.05–0.3% between the chambers due

to their construction. The path-length of the middle chamber

(used for solvent measurements) is 0.05% lower (about 1 mm)

compared with that of the top chamber (used for measure-

ments with a 15 mM solution), and 0.26% lower than that of

the bottom chamber (used for measurements with a 1.5 mM

solution).

The variation of the path-lengths between the chambers

causes a background offset to the spectra collected in different

chambers. Also, incomplete filling of the sample compartment

causes a path-length variation for that particular chamber. For

example, the spectra of the pure solvent shown in Fig. 3 by

triangle markers varied significantly from the spectra of other

solutions (of 15 mM and 1.5 mM concentrations), which is due

to an incomplete filling of the solvent sample compartment.

Two out of three chambers were filled with two solutions

(15 mM and 1.5 mM) using two motor-controlled syringe

pumps, and the middle chamber was filled with the pure

solvent using a manually operated syringe. Manual operation

has likely caused the middle chamber to have impacted on the

reliability of the filling of the sample compartment.

Table 4 lists the path-lengths of the frozen solutions and the

solvent determined using equation (12). The lower values of

the solutions’ nominal column densities ½�t�NOM compared

with their experimental column densities ½�t�SVþBKG confirms

that there was significant attenuation contributions from other

background absorbers. This information was important for

modelling the path-length ½�t�SV of the pure solvent for

determining absolute uncertainties of the XAS from the

solutions. For the measurements with (i-pr Ni) (run 1),

½�t�SVþBKG with the pure solvent (middle chamber) was found

to be 0.4182 g cm�2 (using attenuation data) at 8.8 keV, which

is much larger than the nominal column density ½�t�NOM =

0.2625 g cm�2.

4.2. Scattering

The interaction between X-rays with energies around the K-

edge and the frozen solutions can produce scattered photons.

Two different-sized apertures located on the daisy wheels

were used to observe the effect of scattering from the aper-

ture-dependent measurements.

The difference between the aperture-dependent measure-

ments was insignificant and no significant scattering effect was

observed (Fig. 10). This is likely due to the matching of the

upstream and downstream monitor and detector solid angles.

Therefore no correction to the coefficients was required.

4.3. Energy calibration

The overall hysteresis of the monochromator motor control

causes an energy offset, a key experimental systematic which

contributes uncertainty to the monochromator-recorded

encoder angle. This is obvious for all motor or mono-

chromator systems required to be characterized for its

correction. However, calibrated energy is much more reliable

over the encoder settings, and much more reliable compared

with calibration with an uncalibrated standard foil edge of

intermediate thickness (Tantau et al., 2014).

Energy calibration is important for accurate determination

of the photoelectron wavenumber k (related to measured

energy), the Fermi level EF and the XAFS amplitudes. These

parameters are directly related to structural information.

Fig. 11 shows the energy correction to the nominal energies

recorded by the monochromator. The BigDiff powder

diffractometer at the ANBF, Tsukuba, Japan, was used to

measure selected energies covering the complete range of
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Figure 10
No significant scattering was observed from this analysis. Insignificant
differences were observed from the aperture-dependent measurements.

Figure 11
Energy correction to the nominal energy of the X-ray beam. The solid
black line represents the fitted line and the thin lines are the 1�
uncertainty. The measured energies are represented by the error bars.
The uncertainty was less than 0.5 eV across the entire range and about
0.1 eV across the XAFS region.
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energies for the attenuation measurements. A NIST powder

standard, Si(640b), was used (the most accurate standard in

the literature) for the calibration. Four image plates were used

to record diffraction peaks over a broad range of diffracting

angles. A least-squares fitting procedure was performed to

define the differences between monochromator-recorded

nominal energies and calibrated energies.

The use of the BigDiff diffractometer at the ANBF was

challenging because it had suffered some damage during the

disastrous Tohoku earthquake and Tsunami in Japan. After

the disaster, we were the first users of BigDiff for energy

calibration, following an investigation of the status of the

diffractometer. After the re-establishment of BigDiff by C. T.

Chantler, S. P. Best et al., the equipment was used successfully

for energy calibration. In fact, the performance was the best it

had ever been, with high accuracy (Tantau et al., 2014).

4.4. Harmonic contamination and correction

Measurements using attenuating foils of different thick-

nesses were carried out using a downstream ‘daisy wheel’. A

total of eight energies were selected for harmonic measure-

ments covering the complete energy range. A downstream

daisy wheel containing a total of 15 aluminium foils around its

perimeter was used to measure the attenuations of the

mounted daisy foils. The tabulated X-ray mass attenuation

coefficients of aluminium (FFAST; Chantler, 2000) were used

to characterize and correct for harmonic effects in the X-ray

beam.

Higher-order reflections can contribute harmonic compo-

nents to the incident X-ray beam for selecting a particular

energy of the beam by the monochromator (Barnea &

Mohyla, 1974). The measured attenuation for a fundamental

energy E1 contaminated by only one harmonic component of

energy En is given by

exp � �

�

� �
½�t�

� �
¼ ð1 � fnÞ exp � �

�

� �
E1

½�t�
 !

þ fn exp � �

�

� �
En

½�t�
 !

; ð14Þ

where fn is the fraction of the harmonic component of energy

En present in the fundamental energy. A 0.02–0.1% harmonic

contamination was observed at energies from 8.5 keV down to

7.5 keV. Fig. 12 shows the harmonic fraction determined using

the fitted function [equation (14)] at 8.21 keV, close to the

absorption edge.

4.4.1. Fitting procedure and correction. A total of five

parameters (harmonic fraction, fn; attenuation ½�=��½�t�E1
for

the fundamental energy E1; attenuation ½�=��½�t�E3
for the

third-order energy E3; a dark-current correction; and an

offset) were fitted using the harmonic model [equation (14)] to

obtain the harmonic content on the measurements. The best fit

(with lowest �2
r ) was obtained by constraining the ½�=��½�t�E3

parameter to the tabulated values at higher energies, and

leaving it as a free parameter at lower energies where the

harmonic content was large, while the critical output

½�=��½�t�E1
for the fundamental energy was unconstrained at

all energies.

The effect of harmonics on the attenuations of the solutions

was then corrected for, making use of the fractional contri-

butions at each energy by reversing equation (14). This

procedure removes the unwanted attenuation for the higher-

order Bragg peaks from the attenuations for the fundamental

energies. Harmonic effects up to 0.1% at energies lower than

8.4 keV were observed, while 0.1% was found at energies

close to the edge energy 8.332 eV.

5. Result and discussion

The structure and XANES are very well defined for the

15 mM solutions with very small uncertainty. This can be used

for the development of theory in complex and dilute systems,

for the evaluation of the significance of matrix contributions

(solvent, water) to the XAFS structure, for the determination

of Fermi energies and near-edge structure, for extended

XANES analysis and for full analysis of the photoelectron

scattering and fine structure; or, of course, for conventional

and advanced XAFS analysis.

Particularly important is the result that these uncertainties

are well defined and remarkably small (Figs. 13 and 14), so that

all studies involving concentrated solutions, or ‘dilute systems’

above about 3 mM, are amenable to absorption spectroscopy,

in addition to the possibility of fluorescence spectroscopy. One

key advantage to date is that the uncertainties can be well

defined and propagated to analytical packages, so that

hypothesis testing can be made on a rigorous footing. Perhaps

just as importantly, these measurements were obtained with a

relatively low-flux beamline at ANBF, while the precision and

accuracy of the methodology will be much enhanced at more

powerful beamlines.

X-ray absorption spectra of the bis(N-i-propyl-salicylaldi-

minato) and bis(N-n-propyl-salicylaldiminato) nickel(II)

complexes were determined on an absolute scale using the

intensity measurements with multiple solutions, and their

corresponding solvents. For (i-pr Ni), a 0.1–0.7% accuracy was

obtained on a relative scale above the K-absorption edge
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Figure 12
Fitted harmonic content at 8.21 keV for square planar nickel(II) complex.
The fitted model returned a fractional contribution of harmonic
contamination 0.00088 � 0.00007 at 8.21 keV close to the edge energy.
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(8340.10 eV), where the accuracy varies from 0.4% to 1% on

the absolute scale above the edge. For the complete energy

range, the accuracy approached 2.6% in the pre-edge region

(where the contribution is very small and the background

subtraction is most significant). For (n-pr Ni), the accuracy

varied from 0.1% to 0.5% above the edge, and approached 2%

in the pre-edge region on the relative scale. On the absolute

scale, the accuracy varied from 0.2% to 0.6% above the edge,

and approached 2.6% in the pre-edge region.

6. Conclusions

We have shown that, with careful attention to the experi-

mental design, XAS can be measured with high and quantified

accuracy and precision from mM solution samples. The

experimental data needed for correction of the systematic

errors most commonly impacting on such measurements have

been identified and systematized using the so-called hybrid

technique. The hybrid technique has been shown to allow

measurement of mass attenuation coefficients of solute species

in mM solutions with an absolute accuracy of 1–5% and

relative accuracy of 0.1–0.5%, excluding uncertainties in the

offset, over the range used for XAFS analysis. In subsequent

publications we will demonstrate that observations of this sort

can be used to correct fluorescence measurements and that

XAS measurements can impact significantly on the quality of

analysis able to be extracted. It is important to note that the

systematic errors can lead to offsets, linear and quadratic

functionals and/or modulation of the background signal.

Conventionally, these effects are obscured by subtraction

of an arbitrary spline function. While this practice greatly

simplifies the application of XAFS techniques, it also prevents

proper error analysis. The availability of accurate observations

of the sort presented in this investigation will allow properly

validated structural information to be extracted from metal

complexes in dilute systems and solutions.

These are the first high-accuracy absorption measurements

from isomers using solution samples with mM concentrations

and proves that this level of accuracy is possible for all solu-

tion measurements using absorption. X-ray photoabsorption

coefficients and X-ray mass attenuation coefficients for the

Raleigh and Compton scattering were determined on a rela-

tive scale using the tabulated X-ray mass attenuation data of

the complex (FFAST; Chantler, 2000). Comparisons between

the measured ½�=�� of the isomers and the theoretical baseline

represent the precision of the measurements (Fig. 15).

This study was performed as the first trial on a relatively

low-flux beamline. Data quality for analogous experiments at

higher-flux beamlines will improve with the photon statistics

so that a data quality corresponding to that of the 15 mM

solutions in this paper will be obtainable for dilutions down to

1.5 mM and lower.

In this experiment the 1.5 mM solutions were able to give

the critical normalization signal and a well defined zero limit

together with the background. Although, of course, the indi-

vidual uncertainties for the 1.5 mM data set were much worse

than those for the 15 mM solutions (see Tables S1, S2 and S3

of the supporting information), improvements of technique
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Figure 14
The final corrected XAS of 15 mM (n-pr Ni) at the calibrated energies
following the correction of key experimental systematics including energy
calibration, dark current, harmonic contamination and the scattering
effect. The weighted uncertainty was determined using the relative
uncertainty of the multiple values at each energy. An apparent
discontinuity at 8500 eV is in fact real structure.

Figure 15
Comparison between the X-ray mass attenuation coefficients of (i-pr Ni)
(red) and (n-pr Ni) (black) measured using the intensity measurements
with 15 mM solutions of each of the complexes (isomers). The impact of
the conformation change is dramatic and easily observed. The green solid
line shows the tabulated theoretical values (FFAST; Chantler, 2000) with
no oscillations. Notice that at high energies there is an offset between the
solutions. This is because the relative uncertainty has been plotted but the
uncertainty in absolute scaling is dominant and is about 1%. We plot the
relative uncertainty because this is the relevant uncertainty for XAFS
analysis in the sequel paper.

Figure 13
The final XAS of 15 mM (i-pr Ni) at the calibrated energies obtained
from the weighted mean of multiple measurements (Fig. 8). The weighted
uncertainty was determined using the relative uncertainty of the multiple
values at each energy.
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will result in better control of these error bars. Nonetheless,

even the weak 1.5 mM solution has excellent data quality for

determination of the Fermi energy, the edge-jump, the

XANES and the low-energy EXAFS.

In this investigation we have demonstrated that very high

accuracy data sets can be obtained from transmission XAS

measurements from dilute solutions that are amenable for

further analysis, and indeed for possible ab initio analysis of

the unknown structures, as will be developed in the sequel

paper. Without the statistical development and normalization

of the hybrid technique, the signal-to-background would have

completely dominated the interpretation of XAFS, and

significant information content present in the synchrotron

absorption data would have been lost. The data collection and

processing presented here permits the exploitation of the full

information content of the XAS measurements from dilute

samples.
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