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The meander wire backgammon technology has high levels of flux and spa-
tial linearity across a wide range of energies. One of the attractive features of
these technologies is the stability of response and robustness under long X-ray
exposure, compactness, and portability. A key problem historically has been the
limited range of count-rate for processing to the optimum resolution. We report
dramatic advances in this and other areas appropriate for high-accuracy exper-
iments including tests of quantum electrodynamics, fundamental relativistic
atomic physics, X-ray calibration, and crystallography. We illustrate this technol-
ogy applied to the K𝛼1,2 spectra of titanium, chromium, and copper. The quality
of the spectra permits deeper insight into atomic and solid state science and per-
mits accurate measurement of energy and relativistic atomic physics processes,
below 1-𝜇m accuracy or down to 1 ppm in energy.

1 INTRODUCTION

The invention and development of the multiwire gas pro-
portional counters (MWPCs) in 1968[1–3] have led to the
widespread use of these types of detectors across numer-
ous fields. Of note are the investigation and discovery
of new fundamental particles,[4,5] which have led to sev-
eral Nobel Prizes. MWPCs have also been successfully
implemented in astrophysics,[6] X-ray spectroscopy,[7] and
protein crystallography.[8]

Improvements on the original design of MWPCs have
been achieved through better understanding of both the-
ory and experiment. Theoretical modelling of electro-
static effects inside the chamber[9] and induced charge
on the wires[10] have led to a greater understanding
of electronic processes, paving the way for improve-
ments in the geometry and design of these detectors. A
deeper understanding of the ionisation processes due to
X-ray absorption inside the chamber from experiment
has helped determine optimum operating conditions and
improved resolution.[11–13] Furthermore, the backgammon

cathode board geometry has led to an increase in spa-
tial resolution in two-dimensional (2D) position sensitive
detectors.[14]

The technology was developed further at National
Bureau of Standards to a useful size of 38 mm.[15,16]

This backgammon technology has developed with
improved resolution and linearity, as well as driv-
ing ideas in detector physics worldwide.[17–19] More
recently, the position resolution of MWPCs have
been shown to be comparable with charge-coupled
devices (CCDs) when used in similar experimental
conditions.[20]

CCDs can have significantly better spatial pixel res-
olution due to the binary pixel size of, for example,
20 𝜇m; however, they are highly damage-sensitive,[21,22]

highly non-linear, and only operating over quite modest
dynamic ranges for flux. Also, there is a challenge for
single-photon-counting or event-mode operation at nor-
mal fluxes and poor real-time energy discrimination.[23,24]

After some time, the typical damage features require
complex algorithms and beam-time for in situ calibra-
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tion and mapping[23,24] or replacement. Solid state detec-
tors (germanium- and lithium-drifted silicon detectors),
now segmented, have much higher energy resolution, rel-
atively robust, and decent linearity of flux ranges but
quite poor spatial resolution (pixel size often several mm).
Conversely, beautiful new solid state detector technolo-
gies in these areas include the Maia detectors (CSIRO),[25]

the Pilatus detectors (PSI),[26,27] and the Eiger detectors
(PSI),[28] with typical pixel sizes of 172 or 75 𝜇m. These
have been proven to have beam damage-resistance to a
high level, with exceptional dynamic range or linearity
in flux and reasonable spatial resolution. Sometimes, the
cost towards several $100,000 is significant in compari-
son with a backgammon detector that can be fabricated
in the laboratory at a small fraction of this cost. The
choice of detector will always depend on the purpose and
application, and the solid state detectors can achieve high
spatial resolution and relatively poor linearity (CCDs) or
low spatial resolution and extremely high linearity (e.g.,
Pilatus, Si(Li)).

Backgammon detectors have advantages of compact-
ness, price, and portability, together with good spatial
resolution and excellent linearity. Perhaps, more partic-
ularly, backgammon technology is ideal for soft X-ray
spectroscopy and even towards in-vacuum technology, for
example, below 5–8 keV, where solid state detectors have
low efficiency due to the windows, dead-layer, and gold
contacts. The capacity to change the gas and gas pres-
sure is a major advantage at these low energies where
the absorption coefficient is increasing rapidly. How-
ever, one key challenge in earlier technology has been
the flux limitation, particularly because of the charge
or time-division and the arrival time of photons. We
describe how this has now been improved dramatically
by gating, data collection, and software processing, so that
these detectors are ideally suited to many applications

including high-accuracy experimental tests of quantum
electrodynamics, relativistic atomic and solid state physics,
and crystallography.

2 EXPERIMENT AND KEY
CHARACTERISTICS

The operation of the University of Melbourne (UM)
backgammon detector (Figure 1) relies on three main
components: the anode wire, the ionising gas that fills
the detector, and the backgammon cathode board. As
X-rays pass through the gas, atoms of the gas are ionised,
and an electron avalanche is created along with ionised
atoms. The potential difference accelerates the positive gas
ions towards the anode wire, with electrons accelerated
towards the cathode board producing a current. The prin-
ciple of resistive charge division is used to determine the
position of the avalanche along the anode wire, whereas
the avalanche position on the backgammon cathode board
is determined by capacitative charge division on the seg-
mented detector. A diagram of the cathode board and
anode wire along side one another is shown in Figure 2.
Figure 3 shows a photograph of the anode wire and cath-
ode board. The sawtooth shape of the cathode board gives
the detector its name. The ionising gas in the detector for
these experiments was P10 (90% argon and 10% methane)
at a voltage of 2,100 V and pressure of approximately
1,060 Torr (slightly above atmospheric pressure). Investi-
gations have been made at a range of pressures and volt-
ages and also with xenon–methane, which is preferable for
high energy detection. For very low photon energy, nitro-
gen gas is useful for a high detector quantum efficiency.

Technical details of the UM backgammon detector elec-
tronics and processing are in Appendix A. Appendix B
provides details on cathode board and anode wire signal
processing and calibration.

FIGURE 1 Cross-section of the internal components of the University of Melbourne backgammon detector. (a) The beryllium window. (b)
Nickel mesh ground plane. (c) Platinum anode wire plane. (d) Anode wire Macor frame. (e) Cathode board. (f) Macor support structure
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FIGURE 2 The left panel shows the segmented cathode board, separated by a 100 𝜇m wide channel. The anode wire, shown on the right,
is wrapped around gold-coated pins mounted to the Macor frame

FIGURE 3 The cathode board and anode wire. The anode wire
has been only partially strung so that the cathode board's
backgammon shape can be seen. The gold-coated pins
suspending the wire are shown, as well as the four
output wires

The X-ray optics group at the UM have improved the
backgammon MWPCs design over the last decades. The
identification of systematics thought to be inherent to
these detectors has led to a reduction in image distortions
and a dramatic improvement in resolution.[20] Improve-
ments to the electronics of the backgammon detector
have resulted in improved acquisition efficiency, diag-
nostic capability, and correction time.[29,30] Simulation of
non-linear effects have led to a 20% increase in the linear
active region and an increased photon detection efficiency
of 326%.[31] In 2010, charge cloud modelling by Payne et al.
was used to improve linearity. [32] Event-mode data collec-
tion is now normal. This paper highlights the application,
advantages, and utility of the most recent UM backgam-
mon detector. The UM backgammon detector has been
tested in terms of flux linearity, spatial linearity, and spatial
resolution.

2.1 Flux linearity
Characteristic X-ray radiation was generated by a MAC Sci-
ence SRA M18XH1 water cooled rotating anode source.
A 10 mA current was passed through a tungsten filament
producing a stream of electrons incident on a Cu anode.
X-rays exit the rotating anode through a 1.0 mm slit and
into a collimator. The collimator consisted of a 244 ±3 mm
length lead pipe with 1.0 mm slit at the end. Once colli-
mated, the beam was diffracted using a monolithic Si(111)
channel-cut crystal (Figure 4). After being dispersed by the
monochromator, the spectrum was attenuated with alu-
minium foils and projected onto the beryllium window
of the UM backgammon detector (Figure 5). Lead panels
shielded the detector face from scattered X-rays. For each
attenuating thickness, the number of X-ray events detected
over 10 s was recorded, and the count rate was determined.
Thirteen thicknesses were examined ranging from 16 to
192 foils with 12 𝜇m per foil.

The count rate was modelled assuming that the detec-
tor count rate responds linearly to X-ray intensity and that
the X-ray beam was composed of two components: the
Cu K𝛼 spectrum and a first-order harmonic component.
The count rate in Hertz, I, is given as a function of the

FIGURE 4 The Si(111) double bounce monochromator. The
Bragg angle and the X-ray beam path are shown
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FIGURE 5 Diagram of the rotating anode experimental set-up. The rotating anode, collimator, monochromator, aluminium attenuation
foil, and University of Melbourne backgammon detector are represented. The X-ray beam is collimated with 1 mm slits at each end of the
collimator

attenuation thickness, measured as the number of 12 𝜇m
foils, n: I = I0(1 − h𝑓 )e−𝜇1tn + I0h𝑓 e−𝜇2tn. I0 is the incident
count rate, the X-ray intensity times the detector efficiency;
t is the thickness of the Al foils used; hf is the fraction of the
incident count rate due to the harmonic (higher energy)
component of the beam. 𝜇1 and 𝜇2 are the linear attenu-
ation coefficients of Al for the energy of Cu K𝛼, 8.04 keV
and its first harmonic respectively for 16.08 keV. Values
for [𝜇

𝜌
]1,2,3 are 48.411, 6.23, 1.99 cm2/g.[33] Hence, values

𝜇1 = [𝜇
𝜌
]1𝜌, 𝜇2 and 𝜇3 for aluminium foils are 130.43,

16.79, and 5.36 cm−1. The experimental data agree per-
fectly with the coefficients for 𝜇1 for the initial slope and
with 𝜇2 for the higher harmonic, within 3–6%, confirming
that the higher harmonic is definitively not from the 333
reflection but from the 222 reflection. It is in fact impos-
sible to have the expected normally dominant third-order
radiation (second harmonic) because the accelerating volt-
age is only 20 keV. We observe the direct attenuation of the
beam with foil thickness with the attenuation coefficient
exactly that of the forbidden second-order Si 222 reflec-
tion. This reflection is forbidden, that is, suppressed—it
is non-zero due to the silicon bonding, as discussed in
the International Tables for Crystallography Volume C.[34]

The intensity of the first harmonic (222) compared
with the fundamental (111) can be obtained through
the structure factors of Si 111 and 222: (F222∕F111)2 =(

1.85±0.85
59.87±0.46

)2
≈ (0.1 → 0.2)%.[35]

Fitting the model to the data gives 𝜒2
r = 1.3 and plau-

sible values for all parameters (Figure 6, Table 1). A good
𝜒2

r indicates that the count rate is linear from 7 Hz up to at
least 17 kHz and that the X-rays incident on the detector
are composed of a Cu K𝛼 component and a higher energy
component, from second-order Bragg diffraction. We also
obtain the dark current to be 4 ± 1 Hz.

The fitted effective harmonic percentage represents the
product of the overall detector efficiency and optic losses
compared with that of the fundamental (8.04 keV) energy,
multiplied by the actual harmonic percentage. This has
been discussed elsewhere[36]; note that the air absorption is

FIGURE 6 Flux linearity across four decades. This log-linear plot
of attenuation shows a clear signature of two energy components
attenuated by the foil thicknesses, with each foil thickness ≈ 12𝜇m.
The first straight section reflects the higher attenuation coefficient
component (Cu K𝛼), whereas the second reflects the lower
attenuation coefficient component—the higher energy first
harmonic component

TABLE 1 Fitted parameters with uncertainties for Equation C1
for count rate verses thickness

Parameter Fitted value SD 𝜎

I0 213 kHz 21 kHz
t 12.07 𝜇m 0.29 𝜇m

hf 0.175% 0.011%

Note. t represents the thickness per foil, consistent with previous measure-
ments.

negligible so that the differential efficiency is dominated by
the source, detector, and window components. The ampli-
tude of the spectral intensity will vary from first-order
to second-order. For a typical fixed anode source, the
peak amplitude is stronger for the characteristic K𝛼 radi-
ation than for the bremsstrahlung first harmonic; for a
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synchrotron source, the peak source ratio might be within
a factor of two; for a typical laboratory X-ray source, such
as ours, the source ratio is strongly affected by the takeoff
angle, self-absorption, and optical bandpass. The detector
efficiency is also critically dependent upon the dead region
common in all (backgammon) detectors. We have observed
the 222 reflection in similar laboratory experiments with
alternate detectors, so that the fitted effective percentage of
0.175% is quite reasonable.

2.2 Spatial linearity
Non-linearities in the spatial response in the energy disper-
sive direction in an X-ray detector lead to systematic errors
in the energy calibration of the spectrometer system and
measurement. The backgammon detector type has a great
advantage in this respect over large pixel-based detectors
because the spatial signal is an analogue so that the lin-
earity does not have a binary minimum spatial extent. A
spatial calibration map for the detector was developed to
map the raw output of the detector to a physical length
scale, in the cathode board axis (Appendix C).

The maximum fractional non-linearity is defined as the
maximum residual between the detector output, x, and
physical length, L, at which the event took place, divided
by the total length of the active region of the detector.
The maximum fractional non-linearity of our detector was
found to be 0.016 mm ∕22 mm = 0.073%. This is a sig-
nificant improvement on the previous best backgammon
designs that report a maximum fractional non-linearity of
0.2%.[29] For comparison, the detector used in the current
best X-ray emission spectra experiment has a pixel size of
172 𝜇m giving an average spatial non-linearity of 86 𝜇m,
much larger than our maximum spatial non-linearity of
16 𝜇m. The maximum fraction non-linearity is the max-
imum extreme outlier for a single channel and is not
representative of a typical uncertainty in the detector cath-
ode position response. This overestimate of the extreme
non-linearity can be dominated by statistical outliers, gen-
erally towards the edge of the detector.

Non-linearity can also be quantified by looking at the
fractional linearity uncertainty in the fitted parameters over
the linear relation, the gradient, and the offset. This mea-
sure gives an indication that, subject to noise, a broad
feature can be resolved to high accuracy.

In our case, the effective non-linearity is perhaps best
defined by the regional non-linearity, defined as the aver-
age deviation of the detected centroid from the linear fit.
This measure represents the typical error of a single chan-
nel position determination, rather than the most extreme
point-defect or statistical error. From Appendix C, this
is of order 1 𝜇m across the full range of the detector,

corresponding to an energy accuracy of order 2 ppm or less
for Cu K𝛼. The overall accuracy of an experiment does not
only depend on the detector used. The final accuracy, in
parts per million, should account for all types of uncer-
tainties and the parts per million quoted here is only one
such systematic. However, the detector non-linearity will
always contribute to this total uncertainty and is there-
fore an important specification of the UM backgammon
detector.

3 EXPERIMENT: RELATIVISTIC
ATOMIC PHYSICS OF
CHARACTERISTIC RADIATION

The backgammon type MWPCs developed at the UM have
been successfully used in experiments including tests of
quantum electrodynamics (QED) and high accuracy mea-
surement of X-ray spectra.[7,37,38] We present three new
studies to illustrate the characteristics and utility.

The UM backgammon detector recorded the X-ray spec-
tra of chromium and titanium from a Johann-type curved
crystal X-ray spectrometer, operating at a near vacuum
pressure, less than 10−7 Torr. The characteristic X-ray radi-
ation was generated using a fluorescence source, being a
20 keV electron gun and a metal target (Figure 7). The elec-
trons incident on the metal target create the corresponding
K𝛼 radiation.

The radiation is diffracted using a Ge(220) curved
crystal monochromator and projected onto the detector
face at the end of the detector arm. The electron gun
beam was normal to both the metal target-to-crystal and
crystal-to-detector X-ray beams. The detector was placed
1.5 m from the crystal monochromator, each positioned
on the rowland circle to ensure the focusing and maxi-
mum intensity of X-ray photons (Figure 8). Figure 8 illus-
trates the target element, the 2𝜃 angle of the detector
arm, and the adjustable wedge that can alter bandpass,
instrumental broadening (vignetting), and other spectral
systematics.

The detector arm angle was measured by 2
gravity-referenced clinometers, with voltage as the raw
output. These were placed at the base and top of the
detector arm. Before the experiment, each had been
calibrated against a Heidenhain ROD 800 interferomet-
ric encoder using a Huber 410 goniometer. A Huber
SMC 9000 motor controller controlled the angular
motion. For each element, three runs were performed,
with runtimes of roughly 20 min giving the number of
counts at the peak of the spectra in the order of 104.
For each run, the detector arm was rotated slightly,
so the spectra would be incident on different posi-
tions along the detector face. This defined clinometer
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FIGURE 7 Fluorescent source experimental set-up, used to
obtain spectra of Cr and Ti. The UM backgammon detector can be
seen at the end of the detector arm, as well as the electron gun
normal to the target-crystal beam running across the page

FIGURE 8 Schematic diagram of the fluorescent source
experimental set-up, used to obtain the spectra of Cr and Ti

calibration and the 2𝜃 angle. The detector outputs 2D his-
tograms showing the events measured across the detector
face (Appendix A).

The 2D histograms show the distribution of the
photon–gas interaction on the detector face. Values in each
x-channel were summed to yield one-dimensional spectra
with counts as function of x-channel. The monochroma-
tor relates x to energy. Each spectra were summed after
calibration using a calibration map from a slit-illuminated
source (Appendix C).

4 PROFILE ANALYSIS AND
QUALITY OF SPECTRA

The best measurement available of the chromium K𝛼

spectrum[39] was characterised by fitting the sum of six
Lorentzian functions to the data after a deconvolution.

Two characterisations of the titanium K𝛼 spectrum are
presented.[37] Each has been found by fitting the sum of
six Voigt functions, with a common Gaussian broadening
term, to data previously published.[40,41] These parameter-
isations are considered the best thus far.

The quality of the fluorescent source and UM backgam-
mon detector was tested by measuring chromium and
titanium data collected. Most large-pixel detectors cannot
be mounted on the detector arm in this vertical orientation
of the spectrometer because of their weight and bulk. A
Levenberg–Marquardt fitting procedure fitted Voigt profile
characterisations following other works.[37,39] The energy
scale was calibrated by the energy difference between K𝛼11
and K𝛼21. Common Gaussian and Lorentzian widths cap-
ture instrumental broadening.

Figures 9 and 10 show our data parameterised by
these state-of-the-art measurement standards. Fitting the
Cr spectrum yielded 𝜒2

r = 2.20. Fitting the Ti spec-
trum yielded 𝜒2

r = 1.67. Both indicate excellent resolu-
tion, profile consistency, and linearity. Both spectra show
two well-separated peaks, no signs of non-linearities, low
noise, and residuals typical of X-ray spectra. Any instru-
mental broadening has been modelled using Voigts rather
than Lorentzians. Even with our modest broadening, our
Cr K𝛼 spectrum compares quite well with figure 1a from
Hölzer et al.[39] A low 𝜒2

r indicates that our data are con-
sistent with spectra obtained using the best solid state
detectors available. Both indicate some correlated noise
in the residual, which is also characteristic of the ear-
lier world best characterisations. This high level probe
of X-ray structure, of relativistic atomic physics, and of
calibration standards and methodology is important for
standard X-ray sources and advanced experiments. This
demonstrates clearly the capability of the UM backgam-
mon detector to measure characteristic and general X-ray
spectra comparable with the state-of-the-art for any detec-
tion system.
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FIGURE 9 High-resolution spectral profile of Cr K𝛼 obtained
with the UM Backgammon detector, with excellent fit to the current
best characterisation of Cr K𝛼 (𝜒2

r = 2.20); [37,39]. The profile, above,
indicates the component peaks from the characterisation. The
residuals in black, below, are compared with the 1-standard error
envelope in blue. Some correlated residual noise is observable, as
found in the data sets of the reference characterisations with
different source and detector optics

FIGURE 10 High-resolution spectral profile of titanium K𝛼

obtained with the UM Backgammon detector, with excellent fit to
the current best characterisation (𝜒2

r = 1.67)[37]

The resolution of a detector, when used in X-ray spec-
troscopy, allows the determination of individual compo-
nents in the spectra. The total broadening present in our
data can be quantified by looking at the common broaden-
ing of the fits. This total broadening is made up two parts:
the instrument function point spread function (PSF) inher-
ent to the spectrometer itself and the broadening (PSF)
due to the detector resolution. The instrumental broad-
ening function or PSF of the spectrometer was estimated
using dynamic diffraction modelling Mosplate.[42–44] The
detector broadening (PSF) was a consistent residual after
the removal of the instrumental broadening function in
quadrature, of 240 𝜇m with an estimated uncertainty of
± 20 𝜇m. This is a significant improvement on the resolu-
tion of 330 𝜇m ± 30 𝜇m of earlier designs.[29]

5 EXPERIMENT: COPPER K𝛼 AND
ROTATING ANODE SPECTRA

The UM backgammon detector also investigated the X-ray
spectrum of copper metal in a qualitatively different exper-
imental set-up using the UM rotating anode. Characteristic
X-ray radiation was generated by a MACScience SRA
M18XH1 water cooled rotating anode source. The Si(111)
crystal has a lattice, d = 3.1356 Å. This gives a Bragg angle
for K𝛼1 of 14.219◦ and 14.258◦ for K𝛼2. These correspond
to energies of 8047.78 and 8027.83 eV, respectively. The
angle between the X-ray and the double bounce Si(111)
monochromator normal (Figure 4) was set between these
angles. After being dispersed by the monochromator, the
spectrum was attenuated with aluminium and projected
onto the beryllium window of the UM backgammon detec-
tor. Lead panels shielded the detector from scattered X-rays
(Figure 5).

The detector was set to a voltage of 2,100 V, using P10
(90% argon and 10% methane) as the ionising gas. Mul-
tiple profiles of the Cu K𝛼 spectrum were taken with
exposure times of 7,200 s. The rotating anode voltage was
set to 20 kV, where the K𝛼 spectrum has been shown
to be stable.[45] A highly attenuated background exposure
was also taken, only allowing residual high energy X-rays
to reach the detector face, to separate fundamental and
higher order scattered radiation (Appendix D). Table 2
summarises the measured profiles.

The Cu spectrum was obtained from the raw data in
the same manner as the Cr and Ti spectra. Figure 11
shows the well-resolved Cu spectrum. The amount of
instrumental broadening in X-ray spectra is different for
each experiment, depending upon the experimental geom-
etry, spectrometer instrument function and divergence. To
compare our data to the literature spectra, the broadening
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TABLE 2 Experimental details of the Cu K𝛼 measurements

Exposure time Current Frequency
No. of foils (s) (mA) Total Counts (Hz)

File 1 32 7,200 14 6,553,428 910.2
File 2 24 7,200 10 8,339,156 1,158.2
File 3 24 7,200 10 8,343,119 1,158.8
Background 104 1,200 200 1,506,841 1,255.7

Note. The frequency column shows the rate at which X-ray events were counted.

FIGURE 11 The good resolution spectral profile of the File 1 Cu
K𝛼 data, obtained from the rotating anode and University of
Melbourne backgammon detector. The K𝛼1 and K𝛼2 peaks are well
separated

is removed using a deconvolution.[39] This assumes that
the broadening is uniform across the spectrum. For the Cu
file 1 data, shown in Figure 12, the amount of Gaussian and
Lorentzian broadening removed was 9.243 and 2.852 eV,
respectively. The quality of the spectra again demonstrates
the UM backgammon detector capability.

The deconvolved Cu spectrum (Figure 12) compares
well with Cu X-ray spectra from the literature[46]; their
Figure 4 displays the deconvolved Cu K𝛼 spectra. More
recently, the Cu K𝛼 has been measured using a Pilatus
100 K solid state detector.[47] Our results (Figure 12) also
match well with those in Figure 19 of their publica-
tion. This detector technology is able to measure X-ray
spectra consistent with the current best technologies and
long-lasting literature standards. In particular, the ana-
logue measurement enables a continuous spectral repre-
sentation with an accuracy to below 1 ppm in energy
(0.0001%).

FIGURE 12 The deconvolved spectrum compares extremely well
to the published literature[46,47]

6 DISCUSSION

QED is the current best description of the interaction
between electromagnetic radiation and electric charge.
Discrepancies between experimentally measured energies
of the Lamb shift and those predicted by theory are key in
many tests of QED. One probe is to look at hydrogen-like
and helium-like medium Z ions, as here the scaling of cor-
rections allow feasible precision and low nuclear effects.
These tests require detectors capable of highly accurate
energy determination across a range of fluxes. The UM
backgammon detector's high degree of spatial linearity
makes it capable of measuring energies to a few parts
per million, as well as being highly linear in terms of
count rate. Coupled with a satisfactory resolution the UM
backgammon detector is well suited to such QED tests and
high accuracy X-ray spectroscopy experiments.

A maximum fractional non-linearity of 0.073% amounts
to a significant improvement on the best previous designs,
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TABLE 3 Widths and energies with standard deviation uncertainties and 𝜒2
r of fits using the

current literature standards with instrumental broadening indicated from the source, optic,
spectrometer, and detector configuration

Z K𝛼11 Energy (eV) 𝜒2
r Gaussian width (eV) Lorentzian width (eV)

Titanium 22 4510.926± 0.014 1.54 1.018± 0.025 0.786± 0.025
Chromium 24 5414.874± 0.002 2.20 2.049± 0.015 0.782± 0.021
Copper 29 8047.837± 0.002 2.08 9.243± 0.018 2.852± 0.020

Note. Results for Cu are for File 1 data taken with the rotating anode source. Low 𝜒2
r across different experimental

geometries and energies highlight the detectors utility.

which demonstrate a maximum fractional non-linearity
of 0.2%.[16,29] The regional non-linearity implies accura-
cies to 1 𝜇m and below and clearly permits measurement
accuracies to sub-𝜇m and of order 1 ppm. The fractional
non-linearity of our detector, regardless of which measure
you consider, is significantly smaller than that achievable
by the best solid state available. A pixel size of 172 and 75
𝜇m, for the Pilatus and Eigar detectors, respectively, means
that non-linearities of 86 and 37.5 𝜇m are quite significant
for high-accuracy measurement.

A sophisticated data acquisition system for our detec-
tor enable single photon counting and efficiencies over a
range of flux, 1 Hz–50 kHz (see Appendix A). The UM
backgammon detector has been shown to be linear in
intensity up to at least 17 kHz. This is especially significant
when comparing with CCD non-linearities at high count
rates or over intensity ranges above two decadal ranges.

The Cr and Ti data, taken with the fluorescence source,
have been fitted following other works[37,39] with excellent
𝜒2

r indicating that data obtained with the UM backgam-
mon detector are consistent with that published in the
literature. Table 3 indicates that the broadening present is
not significant for the Ti and Cr spectra.

The Cu spectrum, measured using the rotating anode
laboratory source, was also fitted using one of the cur-
rent best parameterisations available.[39] The Cu spectra
(Figure 11) contain a higher instrumental broadening from
source and monochromator compared with those taken
with the fluorescence source (Figures 9 and 10), and
fits well in this alternate experimental set-up. A low 𝜒2

r
demonstrates the robustness of the detector over a range of
energies and experimental geometries.

7 CONCLUSION

Experiments striving to probe phenomena at increasing
levels of sensitivity rely on advanced detectors. The col-
lected data for the K𝛼 splitting of copper, chromium, and
titanium, and the capacity to make critical tests of QED,
demonstrate that the UM backgammon detector is capa-
ble of recording highly accurate X-ray spectra over a wide

range of energies. The collected data are comparable, and
superior in several respects, to those taken with CCDs
that have sometimes been preferable in certain fields of
experimental physics.

The regional non-linearity of 1 𝜇m allows the detec-
tion of photons to be readily determined down to 1–2
ppm in energy, an improvement on similarly designed
MWPC detector devices. Furthermore, the ability to alter
the gas that fills the detector and the ionisation mecha-
nism ensures that a wide range of photon energies can
be resolved at a similar resolution. Also significant is
the quality fitting of data using the best available param-
eterisations. Low 𝜒2

r show that the quality compared
with what has previously been published despite different
experimental conditions, set-ups and detector geometry.
After the removal of the common broadening, the spec-
tra recorded in the described experiments match well with
those previously published. The detector allows previous
experiments to be used as calibrations for future experi-
ments, with the raw calibration of incident photon position
on the detector face and improvements to the data analysis
and processing. The popularity of MWPCs in X-ray spec-
trometry and other areas of measurement science remains
very strong.
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APPENDIX A: ELECTRONICS AND
PROCESSING
The University of Melbourne (UM) backgammon detector
relies on a sophisticated data acquisition system specifi-
cally developed for the detector and its use as part of our
Johann-type curved crystal X-ray spectrometer. The design
allows single photon counting over a wide range of count
rates.[30]
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FIGURE A1 Schematic of the data acquisition system: detector signal processing electronics, inclinometers, temperature sensor, and PXI
chassis [30]

The data acquisition system used in the UM backgam-
mon detector takes the four outputs of the detector: two
from the cathode and two from the anode. The four
signals are integrated over four independent charge sen-
sitive pre-amplifiers and balanced by independent shap-
ing amplifiers. A universal coincidence module is used
to determine signals from the same photon-gas event by
matching pulses recorded within 0.2 𝜇s. Two gate and
delay generators are used: the first to enable the passing
of the sampled and held, shaped, and stretched data and
the second enabling the acquisition. A PXI chassis with a
3 MHz four-channel simultaneous-sampling 145 bit digi-
tiser is used to digitise each analogue signal. The chassis
is connected to a PC running labVIEW. The PC controls
the hardware, calculates and outputs the encoded detec-
tor data, and stores raw data. A schematic of the system is
shown in Figure A1.

When the UM backgammon detector is used with the
Johann-type curved crystal spectrometer, the data acqui-
sition system also provides digitisation of the four incli-
nometers and temperature data. Importantly, this is done
via a high-speed serial MXI-4 interface capable of sus-
tained data transfer at a rate of 78 MB/s, allowing improved
acquisition efficiency count rates in the 1 Hz–50 kHz
range.

APPENDIX B: SIGNAL PROCESSING AND
LINEARISATION

For each experiment, the data collection was performed
using the electronic outputs of the UM's backgammon
detector. For each photon–gas interaction, a region of the

FIGURE B1 The raw, uncalibrated 2D histogram of Cr K𝛼,
showing the photon–gas signal in the counters. These raw signals
need calibration, like any detector, and illustrate wire components
and near-edge field distortion. Edge or guard wire segments can be
removed from analysis or corrected for as with all MWPC processing

argon gas is ionised; an electron avalanche is created and
recorded by the cathode board. The ionised gas particles
are similarly measured by the anode wire. This produces a
voltage reading at each end of the cathode board and anode
wire giving four output voltages: two voltages, A and B,
from the anode wire and two, C and D, from the cathode
board. The signal amplitudes are digitised and converted
into a spatial position, x-y, on the detector through the
equations:

x = C
C + D

; 𝑦 = A
A + B

. (B1)
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The detector face was partitioned in each direction into
1,000 channels. Raw data could then be represented as a 2D
histogram representing the number of photon–gas inter-
actions occurring in each area of the detector. Figure B1
illustrates the raw output for Cr K𝛼 spectrum. The 13 dis-
tinct horizontal “rows” are representative of the 13 anode
wire segments of the detector; the two separate “dots”
within each wire are representative of distinct K𝛼1 and K𝛼2
lines. There are also additional counts along each of the
anode wires due to noise and background.

The raw signal is structured at the top and bottom
of the detector face. Sources of this spatial non-linearity
include charge attenuation, asymmetric electric fields, and
bimodal charge distribution. Although the backgammon
detector has been designed to minimise these effects, the
geometry of the device means that they are still present
in the top and bottom wires due to non-uniform electric
fields and edge effects prior to calibration, as with all sim-
ilar detector types.[20] To correct this, the data must be
linearised or the end wire segments deleted or left as guard
rails.

The data from the backgammon detector were linearised
using a calibration map. The map was created through a
calibration experiment using the rotating anode at the UM.
Linearisation is needed to transform the x value, obtained
from equation B1, to the input position - where the photon
hits the detector face. This is the purpose of the calibra-
tion map. The rotating anode was used to produce a Cu
K𝛽 profile that was then collimated, passed through the

monochromator and projected onto the detector face as
in the Cu K𝛼 experiment. The detector was mounted on
a linear stage, such that when the linear stage shifted in
the horizontal, the line source moved across the detector
face illuminating a different vertical slice of the detector.
The centre of the detector was found, and the correspond-
ing position of the linear stage (L) was defined as 0 mm.
Profiles were taken from L = −20mm to L = 20mm.
A 2D histogram was created for each physical position L
with the x-axis split into 1,000 channels and the y-axis split
into 500 rows. For each row, a 1D histogram was created,
showing the x position that the detector measured an X-ray
event hitting the detector at L. A Gaussian was fitted to
the histogram for each row. The position of this Gaussian
could then be used as a measure of the output position x
as a response to a photon hitting the detector at a phys-
ical position L. This relationship was in general different
for each row. The difference between the output x value
and the associated L is a measure of the non-linearity in
the x direction in that row of the detector. To remove this
non-linearity, a map was created to take x to L through
a fitted polynomial for each row. Polynomials of degree
2 to degree 20 were investigated. Degree 11 was found to
be sufficient and stable. These 500 polynomials (one for
each row) defined the calibration of detector response to an
X-ray event happening at L. The result of the map is shown
in Figure B2.

The images were rotated; the column was summed, and
their full width at half maximum (FWHM) was recorded.

FIGURE B2 The left hand window shows the pre-processed image for the Cu data. The right hand window shows the corresponding
linearised data. The “dots” show the position of the K𝛼1 (right) and K𝛼2 (left) peaks on the backgammon's anode wires. Comparing the two
images shows that the distortions of the field and position are, unsurprisingly, dominated by the end wires at the top and bottom of the detector
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The rotation that gave the smallest FWHM was chosen for
each spectrum. For the Ti and Cr data, this was found to be
−1.8◦. The Cu data were aligned well and required no rota-
tion. Figure B2 shows the end-wire distortion in the hori-
zontal direction corrected by the linearisation map of the
Cu data. The end anode wires for the Ti and Cr data were
removed before column summing. Similarly, the Cr and
Ti images required a horizontal shifting of the odd wires.
The amount of shifting was determined by minimising the
FWHM of K𝛼1.

APPENDIX C: LINEARITY TESTS AND
DETAILS

Spatial linearity is an important feature of any detector as
it enables accurate energy determination. In X-ray spec-
troscopy this allows the resolution of distinct energy peaks
attributed to electronic transitions. Previous backgammon
detector designs have quantified linearity in a number
of ways. Payne et al. and Kimpton et al. both provide a
thorough analysis of a linearity experiment similar to our
own.[29,31]

The non-linearity of our detector after calibration can
be quantified by plotting the centre of mass of the 1D his-
tograms, taken in the calibration experiment, against the
position on the detector that the image was taken, L. To
measure the centre of mass of the 1D histogram, each
histogram was fitted with the sum of two Lorentzian func-
tions plus a background constant. The centre of mass was
then calculated on the fitted function above 20% of the
maximum height.

A straight line was fitted to the centre of mass versus lin-
ear stage position (Equation C1). A line of best fit is used to
model the relationship between the position on the detec-
tor that a Cu K𝛽 spectrum is taken and the position that
the detector measures the event. The fit is defined to a
small fraction of 0.01 𝜇m showing a good stability over the
active area.

Non-linearity can also be quantified by looking at the
uncertainty in the parameters of the fit, the gradient, and
the offset. Payne et al. provide a fractional uncertainty
in the fitted gradient of 0.019% and 0.005% in the offset,
whereas Kimpton et al. report a fractional uncertainty for
both fitted parameters of 0.0001%. The fractional uncer-
tainty in our fitted parameters are 1.165% for the offset and
0.00041% for the gradient.

𝑦𝑓 it = (1.0018904±0.0000041) × StagePosition
+ (0.002232±0.000026)mm.

(C1)

The residuals give a measure of the non-linearity of
measurement after calibration. The maximum fractional
non-linearity is defined as the maximum residual between

FIGURE C1 The residuals of a straight line fit of central
tendency of the fitted spectra to the linear stage position are shown.
The black lines are the uncertainty envelope of the central tendency

the detector output, x, and physical length, L, at which
the event took place, divided by the total length of the
active region of the detector. Kimpton et al.[30] demonstrate
a maximum fractional non-linearity of 0.2%. Similarly,
Payne et al.[32] provide a value of 0.345%. Our maximum is
a significant improvement on both of these. The maximum
residual in the 22-mm active region of our detector was 16
𝜇m, giving a fractional non-linearity value of 0.073%. All
residuals within the effective active region of the detector
(the middle 22 mm) were below 16 microns and almost
all within 10 microns (Figure C1). This gives a quantita-
tive value for the non-linearity, over the active region, of
at most, the maximum fractional non-linearity, of 0.073%.
For the relevant Cu K𝛽 spectrum, used in the linearity test,
0.073% corresponds to 50 ppm in energy. Good statistics
and the use of a larger bin size mean that even the worst
case scenario is much more accurate than 50 ppm.

Payne et al.[32] define the regional differential
non-linearity as the mean of the experimental residual
from the model after box-car filtering over 11 points.
This measure is useful as it suppresses random statistical
noise leaving a measure of the typical excursion from the
detector output and the fit.

Payne et al.[32] define the regional non-linearity as the
average deviation of the detected centroid from the linear
fit and provide this as a percentage to be 0.068%. This mea-
sure represents the typical error of a single channel posi-
tion determination. Kimpton et al.[30] estimate a regional
non-linearity of 0.025%. In Figure C1, we see this to be
approximately 1 𝜇m or 0.0045%. This is a robust estimate
of the error of a broad feature in a map and represents an
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uncertainty for the measurement of Cu K𝛼 of about 2 ppm
in energy.

APPENDIX D: BACKGROUND
SUBTRACTION

The raw Cu data, taken with the rotating anode source,
contained two components: the Cu K𝛼 spectrum and also
the higher energy background or scattered X-rays. To iso-
late these, a high attenuation background exposure was

taken. This background could then be modelled in the
fitting process along with the other components of the
spectra, K𝛼ij, adding one parameter to the fitting function,
a scale to control the magnitude of the background present
in the data. The background component was largely pro-
portional to exposure (time × current) and was attenuated
partly by the foils, consistent with being a higher energy
component.
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