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X-ray absorption fine structure measurements are a prime tool at synchrotrons

around the world, accounting for over 30% of all synchrotron research. They are

incisive tools for elucidating local structure, ionization state and coordination

geometry. However, in general, it has not been possible to apply them to perfect

or near-perfect crystals, and their dominant application is to micro-samples,

powders, metals and solutions. The reasons for this are given, and an

experimental technique to yield high-precision data for good crystals is

developed. This widens the applicability of the technique dramatically, and

permits standards and calibration samples to be used and transferred for new

types of measurement. It is shown that this is particularly appropriate for

discrete measurements of absorption, X-ray absorption fine structure and X-ray

absorption near-edge spectroscopy, and in cases of strong oscillations.

1. Introduction

A standard X-ray absorption fine structure (XAFS)

measurement will measure the transmission of a sample as a

function of energy above a particular absorption edge. The

sudden jump in absorption coefficient at the edge indicates

that enough energy is imparted by the incoming photon to

release the bound photoelectron, in the inverse photo-effect.

In the region extending some eV to keV above the edge,

strong oscillations are often seen. These oscillations reflect the

interference effect due to the photoelectron wave scattering

from the surrounding electron density and interfering with the

original outgoing wave. A schematic diagram illustrating the

process is given in Fig. 1. This fine structure can then be

inverted (or Fourier transformed) to display the radial electron

density at some distance from the atom containing the absorp-

tion edge that emitted the photoelectron (Sayers et al., 1971).

Hence, the structure observed is used to characterize the

solid-state electron wavefunction (Rehr & Albers, 2000), and

thereby can be fitted to a number of theoretical models

(Newville, 2001; Joly, 2001; Bourke et al., 2007) to obtain

oxidation states of species (Ryser et al., 2005; Takahashi et al.,

2002), nearest-neighbour distances (Hwang et al., 2000),

coordination numbers (Matteo et al., 2005; Ravel et al., 2006)

and thermal parameters (Fornasini et al., 2004) and to confirm

structural evaluations (Gawelda et al., 2006). For complex

species such as organometallics (Glover et al., 2007) or

biologically active systems (Loll et al., 2005; Haumann et al.,

2005) this technique can very usefully characterize the active

centres of bioactive or chemically active molecules.

The XAFS technique has found its dominant application to

micro-samples in the environmental and earth sciences

(Hedman & Pianetta, 2007a), biological and medical solutions

(Hedman & Pianetta, 2007b), thin films (Wei et al., 2000),

powders (Artiolia et al., 2006), solid solutions (Greaves & Sen,

2007), melts (Okamoto et al., 2002), and metals and alloys

(Felderhoff et al., 2004). However, in general, it has not been

possible to apply XAFS to perfect or near-perfect crystals

(Glover & Chantler, 2007; Riggs-Gelasco et al., 1995; Crozier,

1997). We discuss one precondition for obtaining good XAFS

spectra – that coherent scattering of the incident X-ray is

negligible compared to the photo-absorption amplitude – and

explain the consequences of this condition. In particular, this

condition has limited the application of the technique to the

above types of samples and has limited the potential for

defining transfer and calibration standards. We discuss how

this significant limitation can be addressed to enable useful

and high-precision experiments on high-quality crystals and

crystallites of intermediate perfection.

2. The problem: discontinuities and singularities in
experimental data sets

The typical XAFS spectrum as illustrated in Fig. 2 for metallic

tin has sharp features on the absorption edge, progressing to

Figure 1
Illustration of the interference of the outgoing and returning photo-
electron waves for a simple geometry, leading to X-ray absorption fine
structure.



smoother and continuous waves further above the edge, until

after some keV the interference signal is lost and a smooth

background curve is reached. Depending upon the quality of

the data set, detector and counting noise will often dominate

in this region, defining a natural cut-off for standard XAFS

analysis. The near-edge region (X-ray absorption near-edge

structure) or the intermediate region (central XAFS) may be

analysed for coordination, nearest neighbours, oxidation state

and structure. In principle, smooth curves with a precision of

better than 1%, and occasionally 0.1%, can be obtained across

the full range of the study.

However, for high-quality crystals this usually does not

work, and large discontinuities of 10% or more spike the data

set (Fig. 3). Often this (long-range interference effect) inva-

lidates the study, and the data are discarded. In part, this is

because the theory of the oscillations requires a smooth

function with a well defined periodicity, and singularities tend

to invalidate any fitting routine.

An example of such a situation has been represented

recently (Ruffoni, Pettifer, Pascarelli & Mathon, 2007) by the

developers of differential XAFS (DAXS) (Pettifer et al., 2005;

Ruffoni, Pettifer, Pascarelli, Trapananti et al., 2007; Ruffoni &

Pettifer, 2006). In that paper, the standard XAFS technique is

shown to fail simply by replacing a polycrystalline material

(SrF2) with a corresponding single-crystal sample. While the

single crystal is a better defined object and makes a preferred

standard for research, as a cross-calibration between beam-

lines or in the presence of varying tuning conditions, the

additional structure introduced destroys our ability to inter-

pret the measurements.

The above authors use their differential technique to define

a useful source of investigation, namely a differential X-ray

diffraction signal superimposed upon the XAFS. The magni-

tude and widths of the spikes involved are similar to those of

the ‘real’ XAFS oscillations, which can sometimes explain the

difficulty of analysing a sample of unknown perfection. Of

course, most samples are of unknown perfection, but fortu-

nately many are randomly oriented microcrystallites.

3. Measuring mass attenuation coefficients

Accurate measurements of �=�ð Þ, the mass attenuation coef-

ficient, find application in a wide range of fields including

medical imaging (Lee et al., 1991; Kinahan et al., 1998),

radiation shielding (Ipe & Fasso, 1994) and chemical structure

determination (Hasnain et al., 1999). The X-ray mass

attenuation coefficient of a sample is measured in transmission

geometry using the Beer–Lambert equation:

exp � �=�ð Þ �tð Þ½ � ¼ I=I0: ð1Þ

Here, I0 is proportional to the number of photons striking the

sample and I is proportional to the number of photons

transmitted through that sample. I0 and I are measured in an

experiment, then equation (1) is used to determine �=�ð Þ ð�tÞ,

the relative mass attenuation coefficient. The final step in

determining �=�ð Þ is to determine ð�tÞ, the integrated column

density of the sample along the path of the X-ray beam. The

integrated column density is defined as follows:

�tð Þ ¼
R
P

�ðxÞ dt; ð2Þ

where P is the path of the X-ray beam and �ðxÞ is the local

density of the sample at the point x. Since the X-ray beam has

a finite size, different parts of the beam take different parallel

paths through the sample. For a rough sample, each of these

paths will have a different (�t) value. Using a value of (�t)

averaged across the beam area is not sufficient to determine
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Figure 3
Mass attenuation coefficients of silicon as a function of energy. The three
symbols indicate the experimental results obtained with samples of
slightly different orientations with respect to the incident beam and the
continuous line is the calculated theoretical mass attenuation coefficient
from Tran, Chantler, Barnea et al. (2003). The magnified section shows
the effect of diffraction by the (157) and (246) planes occurring for one of
the samples used. Although the discontinuities look ‘small’ on this plot,
these spikes invalidate the Fourier transform and generate spurious
apparent information content.

Figure 2
Detail of the measured absolute mass in the region of the XAFS, with
error bars typically 0.1–0.2% representing the accuracy. Usually these
standard errors are dominated by the contribution from limitations of
precision (from statistics), or limitations of the materials characterization
(thickness, density, profile and purity) or the experimental systematics
(bandpass, harmonics, detector noise and linearity). The absorbers in this
experiment spanned a wide range of attenuations at each measured
energy, allowing attenuation-dependent systematic errors to be detected.



�=�ð Þ correctly. This effect causes a potentially large

systematic error in measurements of �=�ð Þ made of rough

samples. Indeed, the signature of this systematic error can be

used to define the magnitude of the roughness (de Jonge et al.,

2005a; Glover et al., 2009).

In order to obtain a highly accurate determination of �=�ð Þ,

free from dominant systematic errors, one must take a careful

approach. The X-ray extended range technique (XERT)

(Chantler, Tran, Paterson et al., 2001; Tran, Chantler &

Barnea, 2003; Chantler, Tran, Barnea et al., 2001) has allowed

for the correction of a wide range of systematic errors and

produces results of extremely high accuracy.

A typical experimental set-up used by the XERT is shown

in Fig. 4. The X-ray beam from a synchrotron is passed

through a de-tuned double-crystal monochromator in order to

select the required energy of the X-ray beam. The beam

energy is accurately determined using a powder diffract-

ometer (Rae et al., 2006; Barnea et al., 1992) and powder

sample standards (Parrish et al., 1999; Rasberry et al., 1989).

The XERT has been able to correct for many systematic

errors, including scattering, fluorescence, harmonics (Tran,

Barnea et al., 2003; de Jonge et al., 2004a), and the attenuation

of the ion chambers and air path. The XERT uses the full-foil

mapping technique (de Jonge et al., 2004b) to detemine (�t)

(Tran et al., 2004). This process of determining (�t) is usually

performed for two or three samples, with the remaining

unknown (�t) values determined using a fitting procedure.

Using these methods the XERT has been able to produce the

most accurate determination of �=�ð Þ of any substance or

energy range so far published (de Jonge et al., 2005b).

4. How coherent scattering affects the mass
attenuation coefficient

On occasion, single-crystal samples are used to obtain XAFS

and absorption spectra for comparison with spectra obtained

with films or solutions, or in order to study the spectra as a

function of crystal orientation (Ruffoni, Pettifer, Pascarelli &

Mathon, 2007; Ruffoni, Pettifer, Pascarelli, Trapananti et al.,

2007; Ruffoni & Pettifer, 2006; Pettifer et al., 2005). When the

absorption of X-rays is measured using single-crystal absor-

bers, the otherwise smooth trend of the absorption is peri-

odically interrupted by sharp increases in the value of the mass

absorption coefficient (Fig. 3). Investigation of these sharp

absorption jumps has shown that they are due to the occur-

rence of diffraction whenever the orientation of the single

crystal and the X-ray energy result in the Bragg–Laue

condition being satisfied (Tran, Chantler, Barnea et al., 2003).

When this occurs, the diffracted beam redirects some of the

incident-beam intensity, thereby decreasing the intensity of

the X-rays reaching the counter; this results in the apparent

increase of the absorption (Fig. 5). The occurrence of these

apparent absorption increases in regions where the absorption

changes smoothly with energy is clearly marked and easily

recognized. In the extended XAFS region the presence of

absorption structure makes it much more difficult to recognize

such absorption increases.

5. Laue–Bragg scattering

Fig. 6 shows the percentage differences in the measured mass

attenuation coefficients for five samples, three of which were

used at each energy, compared with their average (zero line).

Below 5.6 keV we observed divergences between the three

measurements due to the effect of the harmonic contamina-

tion in the incident beam as discussed in x4. Above 5.6 keV the

three measurements are consistent within 0.5%. However, we

observe some local discontinuous increases (at the level of 1–

8%) in the mass attenuation coefficient measured with one

sample compared to the other two consistent measurements.

This is explained by Laue–Bragg diffraction occurring in the

crystals. This diffraction extracts more photons out of the

beam, resulting in significantly higher measured attenuation.

The three single-crystal specimens do not have the same

orientations relative to the incident beam and therefore do not

exhibit Laue–Bragg diffraction at the same energies.

In many previous attenuation measurements using crystal-

line samples, it has been assumed that Laue–Bragg scattering

did not occur during the experiments. It has also been

suggested that by highly collimating the incident beam
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Figure 4
A typical set-up used during an experiment utilizing the XERT. The
monochromated collimated X-ray beam is normalized by matched ion
chambers before and after the sample; the energy is measured explicitly
by, for example, a powder diffractometer; harmonic contamination or
broad scattering contributions are measured by absorbers and apertures
mounted upon daisy wheels.

Figure 5
A schematic of absorption with a Bragg peak and without. The lower
diagram shows that, when the Bragg or Laue condition is satisfied, the
intensity diffracted is of course also lost to the attenuated transmitted
beam, implying a higher apparent absorption coefficient. Hence, this
appears as a sudden, sharp spike in the absorption, confusing standard
analysis.



(Creagh & Hubbell, 1987), Laue–Bragg diffraction can be

avoided or minimized.

We confirmed this effect by using the known lattice para-

meter and orientation of our single-crystal absorbers to

calculate the energies at which the Bragg condition is satisfied.

This enabled us to account for each sudden absorption

increase and confirmed our explanation of the structural

variation between samples. We conducted simple �–2�
diffraction measurements using our local source to determine

the orientations of all crystals used in the attenuation

measurements. The results showed that all of the crystals have

an approximate [111] orientation.

Computer programs were developed to confirm that the

observed discrepancies are due to Laue–Bragg diffraction by

checking if there are diffraction planes with indices [hkl] that

meet the Laue–Bragg condition at which the anomalies were

observed. Given that the incident beam was close to the

normal [111] directions of the wafers, the angle �norm between

the incident beam and the normal direction of an (hkl) plane is

calculated by

�norm ¼ arccos
h0 � hþ k0 � kþ l0 � l

½ðh2
0 þ k2

0 þ l2
0Þðh

2 þ k2 þ l2Þ�
1=2

� �
ð3Þ

where h0; k0; l0 are 1, 1, 1 and the calculated �norm is in the

range 0 � �norm � �. The incident angle � of the beam relative

to the (hkl) planes is then � ¼ ð�norm � �=2Þ if �norm >�=2, or

� ¼ ð�=2� �normÞ if �norm <�=2.

Discrepancies between calibrated energies and the best-fit

Laue–Bragg energies are partly due to the direction of the

incident beam being slightly different from the [111] directions

of the crystals. The nominal direction of the incident beam

([111]), or equivalently the nominal orientation of the crystals

relative to the incident beam, was therefore varied by small

amounts (change in the Miller indices by �0.2 in 0.001 steps).

The [hkl] directions that give the minimum sum of the squared

discrepancies between the calibrated X-ray energies and the

Laue–Bragg energies for each sample are listed in Table 1.

This experimental result confirmed the conclusions of the

model and, for example, confirmed the primary cut of the

crystals compared to e.g. a possible [220] orientation (Tran,

2002).

This small variation of the direction of the incident beam is

consistent with experimental positioning and improves

considerably the consistency between the Laue–Bragg ener-

gies and the calibrated energies as listed in Table 1. The

corresponding angular discrepancies between the best-fit and

nominal directions of the incident beam are listed in Table 2.

Incidentally, these comparisons confirm the approximately

research papers

J. Appl. Cryst. (2010). 43, 64–69 Christopher T. Chantler et al. � X-ray absoprtion fine structure 67

Table 1
Determination of the diffraction planes responsible for the observed
jump in the measured mass attenuation coefficient.

Column 3 shows the diffraction plane yielding the peak; column 4 shows the
fitted direction of the incident X-ray beam relative to the crystal planes; and
column 5 (�I=I in %) shows the magnitude of the observed intensity
deviation due to the Laue–Bragg diffraction condition being nearly satisfied.

Sample
(mm)

Ecal

(keV)
Bragg
(hkl)

[111] Orientation
[hkl]

�I=I
(%)

0.05 7.5134 (1 3 3) [1.000 1.000 1.000] 1.39
0.25 13.8220 (2 4 6) [1.000 1.000 1.000] 6.46
0.25 14.2723 (4 8 8) [1.000 1.000 1.000] 1.39
0.25 15.8256 (8 0 0) [1.000 1.000 1.000] 4.27
0.25 18.0274 (5 9 11) [1.000 1.000 1.000] 1.25
0.25 18.2259 (1 1 9) [1.000 1.000 1.000] 2.74
0.4 9.7164 (1 3 5) [1.002 1.001 1.000] 1.57
0.4 10.0172 (1 3 5) [1.002 1.001 1.000] 3.49
0.4 10.9203 (3 5 7) [1.002 1.001 1.000] 1.99
0.4 11.0202 (3 5 7) [1.002 1.001 1.000] 2.42
0.4 12.0209 (2 2 4) [1.002 1.001 1.000] 9.19
0.4 12.1711 (3 7 7) [1.002 1.001 1.000] 11.52
0.4 13.5215 (1 5 7) [1.002 1.001 1.000] 10.32
0.4 15.2264 (1 7 9) [1.002 1.001 1.000] 1.48
0.4 16.2252 (1 5 9) [1.002 1.001 1.000] 5.26
0.4 17.0274 (3 3 5) [1.002 1.001 1.000] 6.77
0.4 17.2278 (1 3 11) [1.002 1.001 1.000] 1.88
0.4 17.8270 (1 1 5) [1.002 1.001 1.000] 9.11
0.5a 10.8203 (4 6 6) [1.002 1.000 1.000] 2.31
0.5a 13.0706 (1 7 7) [1.002 1.000 1.000] 1.98
0.5b 19.0264 (1 9 9) [1.011 1.004 0.999] 2.14
0.5b 20.0281 (1 3 11) [1.011 1.004 0.999] 4.09

Table 2
Deviation �� between the nominal directions of the incident beam onto
the samples ([111]) and the directions corresponding to minimal
differences between the X-ray energies and the energies satisfying the
Laue–Bragg conditions.

Column 1 gives the sample thicknesses, columns 2–4 show the fitted directions
of the incident beams, and column 5 shows the deviations (in �) between the
fitted direction and the nominal direction.

Sample thickness (mm) [hkl] [111] �� (�)

0.05 [1.000 1.000 1.000] 0.00
0.25 [1.000 1.000 1.000] 0.00
0.4 [1.002 1.001 1.000] 0.05
0.5a [1.002 1.000 1.000] 0.05
0.5b [1.011 1.004 0.999] 0.28

Figure 6
Per cent discrepancy between the measurements of (�=�) using three
samples compared with the average as a function of energy. Below
5.6 keV, the divergence shows the effect of harmonic contamination
before applying the correction procedure described by Tran, Chantler,
Barnea et al. (2003). Above 5.6 keV, the discrepancies are less than 0.5%
in most cases. The discontinuous increase in the results for one specimen
indicates that, simultaneously with absorption, Laue–Bragg diffraction is
occurring in that specimen.



[111] orientation of these samples, which was however tested

by independent measurement.

6. Discussion

Any attempt to correct for the diffraction effect requires, in

addition to knowledge of the energy at which it occurs, a

calculation of the magnitude of the excursion, and the width of

the profile in energy and angular space. This in turn requires

accurate knowledge of the atomic form factors, of the struc-

ture factors including the Debye–Waller factors, of the state of

perfection of the crystal and its precise orientation, and of the

value of the absorption coefficient of the diffracting crystal.

Correction for this effect is therefore not a simple matter.

In the X-ray extended range technique we measure the

absorption as a function of energy using a number of single

crystals of different orientations and thicknesses, and having

accounted for the diffraction effect we can pool the data

unaffected by such resonances. In general, the XAFS or

absorption spectra can be measured using a number of single

crystals of different orientations. This will result in spectra

with diffraction effects occurring at different energies as

shown in Fig. 6. The strongly affected points in energy and

orientation where these effects occur can then be discarded

and, after suitable normalization of the spectra, one can obtain

a Bragg-peak-free attenuation coefficient for absorption or

XAFS analysis by combining the diffraction-free sections

(Tran, Chantler, Barnea et al., 2003).

One can avoid the diffraction effect using a single-crystal

sample by deliberately misorienting the sample. Even a small

change of orientation of the sample relative to the incident

X-ray beam results in an energy shift of the diffraction-caused

excursion. This can be used to map a particular Bragg profile

or resonance. Of course, the patterns obtained with a misor-

iented sample correspond to slightly different effective sample

thicknesses. These can then be combined to yield a single

pattern free of diffraction effects. By tilting the specimens to

search for an angular position that in the neighbourhood of

the measured attenuation is smooth (Baltazar-Rodrigues &

Cusatis, 2001), such Laue–Bragg diffraction can be avoided.

This is possible for experiments using a single sample at a few

energies, but is extremely inefficient for extended measure-

ments over large ranges, where data for several single crystals

should be obtained.

It is interesting to consider whether such absorption

excursions can also be observed when the sample is poly-

crystalline. Polycrystalline samples offer even more opportu-

nities for the Bragg condition to be satisfied, especially when

the X-ray beam illuminates a number of single-crystal regions

or crystallites. However, the magnitude of the effect, propor-

tional as it is to the volume of the single crystallites, is then

much smaller and the effect thus more difficult to observe.

Even if, under these conditions, the individual absorption

excursions lack prominence, they will contribute to a general

background which is very difficult to separate from the total

absorption. Hence, it is possible that the most accurate

absorption measurements may in fact be obtained with single-

crystal specimens in which the diffraction effect is prominent

and can be both observed and avoided. The most likely

opportunity to observe the diffraction effect in polycrystalline

materials may be furnished by carefully prepared metallic foils

with relatively large single-crystal grains.
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