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Measurement of mass attenuation coefficients in air by application of detector linearity tests
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Accurate knowledge of x-ray mass attenuation coefficients is essential for studies as diverse as atomic
physics, materials science, and radiation safety. However, a significant discrepancy exists between theoretical
tabulated results for air at soft x-ray energies. We outline a precision measurement of the mass attenuation
coefficients for air at various energies using two types of detectors and a simple test of detector response. We
discuss whether sufficient accuracy can be obtained using this data to distinguish between competing theoret-
ical estimates. In the process, we investigate the intensity response of two common synchrotron x-ray detec-
tors: an x ray to optical charge-coupled device camera using a crystal scintillator and an x-ray sensitive
photodiode.
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I. INTRODUCTION

It is important to know the properties of air for applic
tions such as radiation safety~total attenuation! and x-ray
fluorescence studies~relative attenuation!. There have been
recent comments that some tabulations of air attenuation
not accurate enough for these applications@1#. Furthermore,
there has been little reported experimental data on the x
attenuation of this ubiquitous material. Some measurem
were made around 1930@2# and more measurements an
compilations of measurements@3,4# were made around 1970
but since then, there has been a dearth of reported mea
ments.

This is the situation in spite of the fact that accurate m
surement of mass attenuation coefficients can provide cri
tests of theoretical calculations of the imaginary compon
of atomic form factors. The form factor is the resonant sc
tering amplitude of x rays by matter~primarily by electrons
for x-ray energies!. Form factors underlie major application
of x-ray crystallography, x-ray reflectometry, x-ray fluore
cence, and x-ray anomalous fine structure. Conseque
particularly in the soft x-ray regime, it is important to unde
stand the impact form factors will have on such experime
and to verify the actual values of the form factors used.

The mass attenuation coefficient is related to the pho
electric cross-sections by

@m/r#5
s

uA
, ~1!

whereu is the atomic mass unit andA is the relative atomic
mass of the target element. For the elements in air and in
energy range (122 keV) the photoelectric cross-sectionsPE
contributes.99.9% of the total attenuation of the beam. T
photoelectric cross section is related to the imaginary co
ponent of the atomic form factorf 9 by
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f 9~E!5
EsPE~E!

2hcre
, ~2!

whereh, c, andr e are Planck’s constant, the speed of ligh
and the classical radius of the electron, respectively, andE is
the x-ray energy.

The real and imaginary parts of the atomic form-factof
are calculated using relativistic dispersion theory@5,6#. This
calculation requires theoretic knowledge of the atomic wa
functions for neutral, excited, and ionized atoms. Except
hydrogen, the atomic wave function for each element is
known precisely, leading to significant uncertainty inf.
Chantler@7# gives a recent summary of approaches and
provements to the method of calculatingf. Theoretical tabu-
lations off have been made by Chantler@8–10#, while others
including Scofield, Saloman, and Hubbell@11–18# ~referred
to, collectively, as Salomanet al.! have tabulated the relate
attenuation cross sections. Henkeet al., and Henke, Gullik-
son, and Davis@19–21# have provided a commonly use
synthesis of experimental and theoretical results. Other
oretical tabulations such as those of Creagh and Hub
@22#, Cromer and Liberman@23,24#, and Kissel, Pratt, and
Roy, Kane, Kissel, and Pratt, and Pratt, Kissel, and Be
strom Pratt@25–27# have been widely used in different com
munities.

The mass attenuation coefficient for air is calculated fr
the elemental coefficients by

@m/r#air5(
i

Wi S m

r D
i

, ~3!

whereWi is the fraction by weight of the components of a
We use for dry airWnitrogen50.755 268,Woxygen50.231 781,
Wargon50.012 827, andWcarbon50.000 124@28#. This com-
position is modified by humidity. The fraction by weight i
moist air of water vapor is given by
©2002 The American Physical Society02-1
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S Psat

RwTD Y rmoist, ~4!

whereT is the temperature in degrees Kelvin,Rw is the gas
constant for water vapor~461.5 J kg21 K21!, and rmoist is
given by Eq. ~8! below. The saturation vapor pressure
given by

Psat5h30.006 113107.5TC /~237.71TC!, ~5!

whereh is the relative humidity andTC is the temperature in
degrees Celsius.

Between 1–2 keV, for elements in air, Henke’s valu
follow those of Salomanet al. to better than 1%. In this
regime, the experimental weighting in Henke’s tabulation
small so that Henke and Salomanet al. use essentially the
same theoretical calculation. Away from absorption edg
the tabulations of Chantler and Salomanet al. are estimated
by the authors to be accurate to 1%. However, the tabulat
often differ by amounts that are significantly larger than 1
as do experimental results. There are similar discrepan
with the other theoretic tabulations. In this work, we w
consider only two of the more recent tabulations, those
Chantler and Salomanet al. For the elements in air at 1–
keV, the discrepancy between the Chantler tabulation
Salomanet al. is about 5%. Accordingly, given a reasonab
experimental accuracy, one should be able to discrimin
between the tabulations.

We choose as our method of measuring the mass att
ation coefficients an approach that tests the linearity o
detector with incident intensity. The linearity of detector r
sponse with incident intensity is often assumed, especiall
x-ray experiments where flux calibrations can be difficu
This can result in data obtained with different detectors be
presented as a uniform data set with little or no examina
of whether detector response affects the outcome. In s
cases, detector response can be calibrated as part of a
periment, where a known spatial intensity distribution in t
plane of the detector is measured@29#. Another known inten-
sity distribution is that given by the attenuation of flu
through an absorber as governed by the Beer-Lambert l

I 5I 0 exp~2rt@m/r#!, ~6!

whereI is the intensity at thicknesst through the material,I 0
is the intensity att50, r is the density, and@m/r# is the mass
attenuation coefficient. Detector nonlinearity will lead to d
viation from the Beer-Lambert law and specific causes
nonlinearity, such as an inadequate estimation of dark cur
and saturation, can be modeled and quantified from fitting
the attenuation data@30#.

Atmospheric air has certain advantages in its choice a
absorber to investigate linearity via the Beer-Lambert law
is freely available to every experimenter and has a 1/e at-
tenuation length for soft x rays~1–2 keV! of the order of a
centimeter. Also, the composition is well known, with th
effect of pollutants being well below the 1% level in th
mass attenuation coefficient@3#.
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II. EXPERIMENT

A. Setup

The experiments were performed at the 2-ID-B beaml
at the Advanced Photon Source@31,32#, Argonne National
Laboratory. The flux available at the experimental station
;1012 ph/s/0.1% bandwidth. A monochromatic beam is o
tained using a spherical grating monochromator. The mo
chromator was calibrated to the Si 1s edge inflection point in
a total electron yield spectrum of a pure Si wafer. It is acc
rate to within an estimated 0.5 eV at 1839 eV. The calibrat
drifts at other energies due to a slight beam misalignm
and is estimated to be accurate to within 2 eV at 1500 eV
5 eV at 1200 eV@33#. We use these errors in our fitting as 1s
estimates.

We took measurements at each of these energies usin
absolutely calibrated silicon photodiode~ACP! manufactured
by International Radiation Detectors, Inc.@34#. This detector
hasp layer material at the active surface andn material form-
ing the substrate. Together they form ap-n junction that op-
erates as a photoelectric converter. When light strikes
photodiode, electron-hole pairs are formed in proportion
the amount of incident light and charge accumulates. T
response of these detectors in terms of the collection me
nism and dark current effects is well understood@35#.

Measurements were also taken at 1.5 keV using a ceri
doped yttrium aluminum garnet scintillator crystal, a micr
scope objective, and a low-noise charge-coupled dev
~CCD! camera manufactured by Princeton Instruments, I
~collectively referred to as the CCD detector!. X-ray photo-
electric absorption in the crystal gives rise to the emission
optical photons. The crystal, which is 500-mm thick and has
a 5-mm deep layer doped with cerium, is transparent to v
ible light and the luminescence is focused by the microsc
objective onto a standard CCD camera, which has hi
detection efficiency in the visible range. Away from absor
tion edges, such scintillators are essentially calorimetric
nature and respond linearly to the incident intensity o
several orders of magnitude. CCD detectors are also kn
for their excellent linearity. However, we are unaware of a
work establishing the linearity of this specific detector r
sponse.

The detector was mounted close to the 7003700mm2

exit window. The exit window is mounted on bellows an
was scanned along the beam path in order to vary the air
to the detector. A schematic of the experiment is shown
Fig. 1. The synchrotron storage ring was operating in
standard mode, which means that an initial ring current

FIG. 1. Schematic of experimental setup for the CCD detec
For the ACP, the arrangement is similar.
2-2
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approximately 100 mA was injected and allowed to dec
until the next fill 12 h later.

B. Attenuation measurements

Figure 2 shows the measured CCD counts as a functio
detector distance from the exit window measured at a mo
chromated beam energy of 1.5 keV. We fit the data to
simple Beer-Lambert form@Eq. ~6!#. The fit is also shown in
Fig. 2 with the lower panel showing the percentage deviat
of the data from the fit.

In Fig. 3, we show one of two results for the ACP at
monochromated beam energy of 1.5 keV. The fit param
from Eq.~6! is r@m/r#, which is the inverse of the attenuatio
length. The measured attenuation length from the CCD d

FIG. 2. Flux as a function of increasing air gap for the CC
detector for 1.5 keV incident energy. The attenuation law fit a
deviations between the fit and the data are also shown. The ex
mental error bars are less than the linewidth at the lower end o
curve, while at the upper end, the vertical error bars are appr
mately equal in size to the plotting symbol.

FIG. 3. Flux as a function of increasing air gap for the AC
detector for 1.5 keV incident energy. The attenuation law fit a
deviations between the fit and the data are also shown. The ex
mental error bars are less than the linewidth at the lower end o
curve, while at the upper end, the vertical error bars are appr
mately equal in size to the plotting symbol.
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is 7.35 mm with a three standard deviation uncertainty
0.03 mm. The result averaged for the two ACP measu
ments is 7.2560.043 mm. The attenuation lengths obtain
only differ by about 1%, thus demonstrating linearity in th
detectors within the individual data point error~discussed
below! of approximately 2%.

C. Fluctuations of signal

Typically, the ring current is monitored and used to no
malize flux during an experiment. However, ring curre
monitoring can be insensitive to certain types of beam fl
tuations, for instance, where the beam shifts relative to
trance slits, collimators, or monochromators@36,37#. We nor-
malize against a fit to the decay of the ring current to acco
for the long-term decrease in the beam flux. Ideally, sho
term fluctuations would be normalized out of final results
monitoring the flux with a detector upstream of the expe
ment. This can be difficult below 2 keV where attenuati
through a detector may be significant. Accordingly, we e
mate a combined flux and detector error for short-term fl
tuations based on short-term monitoring of the beam with
experiment detector. Using the CCD detector, we obtai
repeated exposures, taken continuously, of regions of
x-ray beam. For instance, one set of 12310 exposures of 5
sec each imaged slightly different regions of the direct be
in each group of 10. Thus, we could calculate a stand
deviation for each group of 10 and average across the
different sets. This process was repeated with different ex
sure times ranging between 1–10 sec and for different
sizes ranging from a single set of five exposures to 14 set
10 exposures. In all, 1254 standard deviations were ca
lated. The average standard deviation~weighted by number
of sets! was 0.8% of the total flux in an exposure.

For the ACP, the combined beam and detector flux er
was also estimated by monitoring the beam. Readings w
taken at the same frequency as in corresponding attenua
measurements~1 sec! and the beam was monitored for
period five times longer than it took to obtain an attenuat
measurement~typically 150 sec!. The standard deviation fo
the ACP was 0.6%.

Cursory examination of the monitoring data shows th
adjacent points are correlated. This can also be seen in
residuals to the fits in Figs. 2 and 3. This is tentatively
signed to a variation in the beam itself, as has been obse
elsewhere@30#. This variation is not normally distributed
and creates larger probabilities of outliers than would be
pected in a normal distribution. To take an account of this
distribution and provide a robust experimental uncertain
we report our experimental error estimate as three times
standard deviation~63s!, which results in an individual data
point error for both detectors of;2%. This results in residu-
als that are consistent with this error estimate in our fits
the data as shown in Figs. 2 and 3. Quantifying the norm
and non-normally distributed components could provide
better estimate of the experimental accuracy but is not w
ranted since the estimates of point-wise variation lie with
the ~63s! fitting uncertainty.
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FIG. 4. Flux as a function of increasing air gap for the ACP detector for 1.83 keV~on the left! and 1.2 keV~on the right! incident
energies. The plots are shown on a log-linear scale here so that the need for a harmonic component in the fit at 1.2 keV can be se
keV ~as is also the case at 1.5 keV! a straight line is observed validating the assumption of monochromaticity in the beam. At 1.2 ke
effect of the 2.4-keV harmonic can be seen in the deviation from a straight line.
ng
un
he
en
r,
th
p
lle
flu
f t
b
h
s
ro
e

t-

ng
a

e
at
V
n
lo
n
ct

fi-
an
d

be
pti-
ap-
ow
en
m
of

ffi-
be

1.4
del
1.83
ex-
nic

on
t

-
lar

r
-

l

nts
the
-

olute
rm

sure
ore
D. Offset correction

The final signal is obtained for the CCD by subtracti
from each measurement an offset count defined by the co
recorded with the shutter open but the x-ray beam switc
off. This ensures that ambient light in the experimental
closure, as well as any dark current term in the detecto
subtracted. The error for the offset count was estimated in
same way as for the CCD signal error and has an up
estimate of 0.3% of the offset count. The value is sma
than that obtained for the signal as there are no beam
tuations. The offset count was in all cases less than 3% o
signal flux. Accordingly, the net error in the data after su
traction of the offset count is not significantly increased. T
ACP offset is adjusted electronically at the preamplifier
that ambient conditions with the x-ray beam off give a ze
count rate. It has been shown that where attenuation m
surements are extended far enough, typically beyondI /I 0
,0.0003, it is possible to quantify the offset error from fi
ting to the attenuation curve@30#. Where this type of model-
ing is done, relative thickness measurements are no lo
sufficient and absolute thickness measurements of the
sorber are required.

III. MASS ATTENUATION COEFFICIENTS

The measurement shown in Fig. 2 was repeated and m
surements at 1.83 and at 1.2 keV were obtained, as illustr
on a log-linear plot in Fig. 4. It is obvious that the 1.2-ke
data set is affected by a significant higher-order harmo
component, as noted by the change in slope on the p
compared to that for the other energies. At 1.2 keV, we fou
that the fit was significantly improved by including the effe
of an energy harmonic as follows:

I 5I 0@~12h!exp~2rt@m/r#1.2!1h exp~2rt@m/r#2.4!#,
~7!

where@m/r#1.2 and@m/r#2.4 are the mass attenuation coef
cients at 1.2 keV and at its second harmonic at 2.4 keV
whereh is the fraction of harmonic contamination. We fin
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harmonic contamination of 1%. Although the grating can
designed to reject such harmonics, gratings are usually o
mized over a narrow energy range, and in general, the
pearance of a harmonic occurs over a relatively narr
change of energy@30#. In our case, this is expected to happ
below 2.8 keV due to the presence of a pair of rhodiu
coated mirrors operated at a grazing incidence angle
1.25°. Taking into account the beam spectrum and the e
ciency of the grating, the harmonic content is estimated to
well below the 1% level for fundamental energies above
keV. This is apparent from the fact that a two-energy mo
does not improve the fit for the measurements at 1.5 and
keV. However, if the attenuation measurements were
tended, then we should be able to quantify the harmo
content down to well below the 1% level@30#.

For the density of moist air we use the following equati
recommended by the Comite´ International des Poids e
Mesures@38#:

r5
PMa

Z~P,T!RTF12h
f ~P,T!Psat

2

100RwPT S 12
M v

Ma
D G , ~8!

whereP is the pressure~Pa!, Ma is the molar mass of stan
dard composition dry air corrected for the measured mo
fraction of CO2, (xCO2

), @28.9635112.011(xCO2
20.0004)

31023 kg mol21#, R is the gas constant for dry ai
(8.31451 J mol21 K21), Rw is the gas constant for water va
por ~25.6175 J mol21 K21!, and M v is the molar mass of
water vapor~18.015 kg mol21!. The compressibility factorZ
and the enhancement factorf are both well-defined empirica
functions ofP andT @38#.

The biggest source of uncertainty in our measureme
was the calculation of the density due to uncertainty in
temperature~61 °C! and pressure. The stability of both tem
perature and pressure was better than 0.1%, but our abs
estimates were relatively poor. Accordingly, we first perfo
a minimization ofx25S(data2tabulation)2/S(tabulation)2

between the data and the tabulations as a function of pres
and temperature to determine if one tabulation gives a m
2-4
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consistent fit to the data, or, in the case where consisten
can be found for both tabulations, whether the tempera
and pressure parameters so determined are reasonable
tabulations are calculated using the density and the com
sition of moist air by weight, which may be obtained fro
Eqs.~3!–~5! and ~8! for P5100.6 kPa,T518 °C, and rela-
tive humidity of 30% as 1.201 mg cm23 and: Wnitrogen
50.753 474,Woxygen50.233 340,Wargon50.012 797,Wcarbon
50.000 124, andWhydrogen50.000 266. The mass attenuatio
coefficient data is calculated using Eqs.~6! or ~7! as appro-
priate. Accordingly, we measure the mass attenuation co
cients at 1.2, 1.5, and 1.83 keV as

@m/r#1.252186235
150 cm2 g21,

@u/r#1.551153,1145,1133214
123 cm2 g21; and

@m/r#1.835621211
115 cm2 g21.

We use asymmetric error bars based on our estimation o
likely pressure range, which propagates through as discu
below.

Figure 5 shows the locus in pressure and temperatur
the minimizedx2 for the tabulations of Chantler and Sal
man et al. The horizontal lines show the range in the es
mated temperature. The pressure measurement has som
certainty, since we only have a contemporaneous accu
measurement from a nearby outdoor weather station of 9
kPa. Due to heating in the closed building and the exp
ment hutch, the experimental pressure is expected to
greater than this~but no less!, by an amount~based on non-
contemporaneous checks of the pressure! of perhaps up to
3 kPa.

Based on Fig. 5, we favor the tabulation of Chantler a
pressure of 100.6 kPa, which is within the estimated pres

FIG. 5. The diagonal lines show the locus in pressure and t
perature of the minimizedx2. The dashed line at the left is for th
tabulation of Salomanet al., the solid line is for the tabulation o
Chantler. The horizontal lines show the acceptable tempera
range for the experiment. The vertical lines indicate the estima
experimental pressure range based on that recorded by the ex
weather station.
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range. Alternatively, we reject the tabulation of Salom
et al. as there is no temperature and pressure pair that m
mizesx2 and which falls within the experimental temper
ture and pressure range.

Figure 6 shows the data at a density corresponding
temperature of 1861 °C and pressure of 100.611.0
22.0 kPa~using asymmetric error bars based on our estim
tion of the pressure range!. Also shown are the tabulate
values of Chantler and Salomanet al., where the claimed 1%
error range is shown as two curves for each tabulation.
agreement with Chantler is extremely good with only o
energy~1.2 keV! perhaps favoring the Salomanet al. result,
while the data at all three energies considered toge
clearly favors the Chantler tabulation as discussed in rela
to Fig. 5.

IV. CAUSE OF DISCREPANCY

We have already discussed some of the experime
causes for discrepancy between theory and experimenta
sults. Other sources of discrepancy are not expected to
applicable to this experiment. This includes near-edge s
state or molecular x-ray anomalous fine structure~XAFS! as
there are no nearby edges for any of the major constituen
air, and of course because the medium is a gas. Soft x
resonances can occur, and would be reflected in a disc
ancy of theory with experiment, but in our energy regi
resonances are only expected for high-Z elements. Molecular
form factors differ from atomic ones, but only at lower e
ergies than used in this experiment, so the atomic tabulat
should be reasonable in this energy range for the constit
elements. The tabulated theories of Chantler and Salo
et al.both neglect XAFS, soft x-ray resonances, and mole
lar corrections. Accordingly, possible differences in the tre
ment of these effects are not the cause of the discrepa
between the theories.

Hence, the cause of the discrepancy between theo

-

re
d

rior

FIG. 6. The tabulated and experimental values for the m
attenuation coefficient as a function of energy. The tabulated cu
are those of Chantler and of Salomanet al. as discussed in Sec. I
The tabulated curves show the 1% error bounds on the theo
values for the experimental parameters.
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must be due to the discrepancies in the atomic form-fa
predictions for the constituent gases. Argon shows a 6, 9,
9% discrepancy at the three energies, between Salomanet al.
and Chantler. Atomic oxygen shows a 5, 6, and 5.5% d
crepancy between the tabulations at 1.2, 1.5, and 1.83
respectively. Atomic nitrogen also shows 5, 5, and 6% d
crepancies for the three energies. All these discrepancies
low the form indicated on Fig. 6, and experimental data
1.5 and 1.83 keV appear quite convincingly to favor t
Chantler formalism.

Scofield @11#, as reported in Saloman, Hubbel, an
Scofield @13#, uses an unrenormalized formalism. Initiall
Scofield recommended the possible use of renormalizatio
his results for the relativistic wave function at the nucle
This was later rejected by Saloman, Hubbel, and Scofield
being discrepant from the available experimental da
Chantler uses the Dirac-Hartree-Fock code, so he alre
includes this.

The partial effect of renormalization is to reduce the cro
section for the relativistic amplitude at the nucleus compa
to the nonrelativistic value. In the case of nitrogen, the c
rection factors given by Scofield@11# are 0.9756 for theK
shell and 0.8595, 0.7644, and 0.7589 for theL subshells.
Since between 1 and 2 keV theK shell contributes 95.1–
95.0% of the total photoabsorption cross section, with 4
4.7% from the 2s subshell, Scofield predicted a relativist
reduction by 3.1% across this range. Similarly for oxyge
Scofield predicts aK shell 94.7–94.8% contribution to th
cross section across this range, leading to a predicted re
tion by 2.4%. Argon is similarly affected but dominated b
the L shell andM shell cross sections with reductions
about 5% but with a smaller compositional percentage in
and a similar absolute cross section. So Scofield’s renorm
ized values would yield a reduction of the Salomanet al.
values by approximately 2.9% in closer agreement with
periment; yet not as close as Chantler. Partly, this sugg
the value of a fully relativistic Dirac formalism, assumin
that convergence is equally uniform.
s.

ex

e

04270
r
nd

-
V,
-
ol-
r

of
.
as
.

dy

s
d

r-

–

,

uc-

ir
l-

-
ts

V. CONCLUSION AND FURTHER WORK

We have performed measurements of the x-ray mass
tenuation coefficient for air at the energies of 1.2, 1.5, a
1.83 keV. This was done by using a simple test of detec
linearity. Based on a plausibility argument, we favor the th
oretical attenuation coefficient tabulation of Chantler ov
those of Salomanet al. However, we identify several area
where this type of experiment may be improved so tha
direct measurement can be used to discriminate more c
cally between Chantler, the renormalized version of Scofie
and other theories. These areas include: pressure, tem
ture, and relative humidity-which can all be measured
higher accuracy; offset errors-which can be modeled if
tenuation measurements are extended beyondI /I 0,0.0003
@30#; harmonic contamination-which can be modeled p
cisely at all energies if extended attenuation measurem
are made@30#; and energy calibrations-which can be im
proved using calibrated detectors. The careful investiga
of some of these details will require a high-performance
sertion device synchrotron beamline in order to obtain
necessary dynamic range and energy tunability.

Following this approach, we believe it will be possible
reduce experimental uncertainties in the measured mas
tenuation coefficients to below 1%. If so, then it will b
possible to discriminate between advanced theoretical va
and, by taking measurements over a range of energies, it
be possible to identify the contribution of the individual e
ements present to the net mass attenuation coefficient fo
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